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Abstract

A search for the C'P-violating rare decay of a neutral kaon, K; — 7907, was performed with the
data taken in the first physics run of a new experiment, named KOTO, which was launched at the
Japan Proton Accelerator Research Complex.

The decay Kj — 7'v7 is called as the “golden mode” due to its high potential to probe the
physics beyond the Standard Model of elementary particle physics. Hence measurement of its
branching ratio can lead to understanding of the matter-dominated universe.

Experiments with high sensitivity require use of an intense K beam and complete background
rejection. In other words, the key for such experiments is a detector with high performance in
a high-rate environment. This requirement is especially tight for in-beam detectors, which needs
to own high photon detection efficiency for enough background suppression under a large flux of
neutrons and low energy photons.

In order to meet these requirements, a novel GeV-energy photon detector with aerogel as a
Cerenkov radiator was designed and constructed for the KOTO experiment. Both blindness to
neutrons and high detection efficiency to photons are achieved since protons and charged pions
produced by neutrons have small velocity and emit no or less Cerenkov light than electrons and
positrons from photons. Performance of the installed detector, especially responses to high energy
photons, was evaluated by tagging photons from the K; — 370 decay. A ratio of efficiency for
> 1 GeV photons to simulation expectation was evaluated as 1.025+0.050(stat.)40.068(syst.), which
indicates the measured efficiency is consistent with simulation expectation within an uncertainty
of 8.2%. An over veto probability due to beam particles was found to be as small as 4.1% despite
their large flux of ~ 300 MHz. These studies showed that the detector was successfully working as
expected in the real beam condition.

A search for the K — %07 decay was then performed with the whole KOTO detector system
including the above new detector. The high-rate environment affected particle detection efficiency
for various veto detectors through pile-ups of accidental hits, which can cause serious background
from K7 decays. A new method of waveform analysis as well as various possibilities of K7 decays
to background contribution was studied for cut optimization. As a result, one event was observed in
the signal region with background expectation of 0.34 +-0.16. Finally, a 90%-confidence-level upper
limit for Br(Ky — 7w°v¥) was obtained as

Br(Ky — n%w) < 5.1 x 1078

which is comparable with the current world record (2.6 x 10~8), regardless of the short data taking
period. This work proved strong potential of this experiment to search for the K; — 7%v7 decay
with 107! sensitivity in future.
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Chapter 1

Introduction

In this chapter, motivations to study the rare decay of neutral kaon, K; — 707, in the KOTO
experiment are summarized as well as the status of experimental searches. Finally, the outline of
this thesis is described.

1.1 Physics of kaons

1.1.1 History of Kaons

Since the discovery of the Higgs boson in 2013 [1, 2], existence of all particles that is predicted in the
Standard Model (SM) of elementary particle physics were experimentally confirmed. In the SM, four
kinds of fermions, the up-type and down-type quarks, charged leptons and neutrinos, are predicted
as elementary particles constituting materials. Each type contains three kinds of particles, which is
called ”generations.” These are summarized in Table 1.1. The SM also accommodates three kinds
of forces, namely, strong, electromagnetic and weak interactions, with corresponding gauge bosons.
Among particles in Table 1.1, all are involved in the weak interaction, which is meditated by W=+
and Z° bosons, whereas only quarks are also involved in the strong interaction, which is mediated by
gluons. Those with electric charge, or all except neutrinos, feel the electromagnetic interaction by
photons. Each particle listed in Table 1.1 has its partner called an “anti-particle,” which owns the
same mass and opposite charges. Quarks are basically observed in the form of composite particles
called “mesons” or “baryons,” where the former consists of a pair of a quark and an anti-quark and
the latter consists of three quarks or anti-quarks.

Kaons are kinds of mesons including an s or s quark. These were first discovered as “V particles”
in the cloud chamber experiment in 1947 by G. D. Rochester and C. C. Butler [3]. At that time,
they observed decays of neutral kaons into two charged pions, where these kaons were generated
through strong interaction by cosmic ray particles. This was the first discovery of particles with
a second-generation quark. Although they were mainly generated through the strong interaction,
their decay was governed by the weak interaction. This feature of kaons as well as existence of
an s quark, they have been played various critical roles for understanding of basic symmetries in
physics and a structure among generations so far: § — 7 puzzle in the parity violation [4], Cabibbo
mixing [5], GIM mechanism [0], discovery of C'P-violation in K decay [7], and establishment of
direct C'P-violation [8, 9]. The most critical role kaons have ever played would be those related to
C P symmetry, or symmetry between particles and anti-particles, whose understanding is necessary
in order to know how the today’s matter-dominated universe was created [10]. The importance of
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Table 1.1: Ferimions predicted in the SM.

the first generation  the second generation the third generation

up (u) charm (c) top (t)
quark down (d) strange (s) bottom (b)
lepton electron (e) muon (/) tau (1)
P electron neutrino ()  muon neutrino () tau neutrino (v;)

this issue is still unchanged even today and further experimental studies with kaons are necessary.
The following sections describe the C P-violation in the neutral kaon system.

1.1.2 (C'P-violation in neutral kaon system

K° — K0 mixing
Neutral kaon is a meson including s quark with electric charge of 0. The following two states are
possible:

K% = (5, d), (1.1)

KO = (s,d). (1.2)

These are in relation of a particle and an anti-particle. In observing these particle decays, which are
mediated with the weak interaction, both particles have common decay mode such as n7 or mnmw
final states, and it is essentially impossible to distinguish from which state these pions are derived.
Actually, weak interaction with box diagrams as in Fig. 1.1 gives transition probability between K°
and K9. From the above discussion, a kaon state at decay should be considered as a mixed state
of K% and K°. Assuming an equal mixing of K° and K9, the following two states, named K; and
K>, are possible:

K, = (K° + K0), (1.3)

K, =

S-Sl

(K° — K0). (1.4)

These states are C'P eigenstates as shown below:

CPIKY = (K% + K%)= K1), (1.5
CPIKy) = S(IK?) = |K%) = |K). (16)

although K° and K themselves are not C'P eigenstates. Even after the discovery of parity violation
in 1957 [12], CP symmetry was believed to hold. Under this assumption, the K; state, with C'P
even eigenvalue, would mainly decay into two pions, and the K5 state, with C'P odd eigenvalue,
would mainly decay into three pions, where each final state is C P even and odd, respectively. Con-

sidering three-pion system to have smaller Q)-value or available energy in its decay, Ky is expected
to have longer lifetime. These states were predicted by M. Gell-Mann and A. Pais in 1954 [13]

10
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S w d S u,c,t d
—<— "\ N\ NNNN\N\N—<—

u,c,t u,c,t A"Y A%
—>—\ N\ N\NNN\NN—>—

d w S d u,c,t S

Figure 1.1: Feynman diagrams for K0 — K° mixing. Quoted from Ref. [11].

and corresponding long-lived neutral kaons actually were observed in 1956 [14] in addition to so-far
known neutral kaons with shorter lifetime and existence of both states was confirmed. The observed
these two states were then named Kg (K short) and K, (K long) according to their lifetime.

Discovery of C'P violation

Although observed Kg and Kj states were thought to be CP even and odd states, respectively,
it was proved that this was not exactly correct in 1964 by the team lead by J. W. Cronin and V.
L. Fitch [7]. They observed so-far-believed C'P odd neutral kaon states, K, had decayed into two
charged pions system, which was in C'P even states. This phenomenon is now interpreted as an
unequal mixing of Ky and K in Kg and K, states, which resulted in a small contamination of C'P
even component K in the K state:

1

K1) = () + el )
S S €)K% — (1 —¢)|K
= (1 OIKY) — (=9 1K), (1.7)
and similarly for Kg,
Ks) = (1K) +elK)
— 1 € 0 — € a
= (K (191K, (18)

The parameter € indicates a degree of contamination and hence a size of C P-violation. As the world
average, it is obtained as [10]
le| = (2.282 £ 0.011) x 1073 (1.9)

This type of C' P-violation is called “indirect C'P-violation.”

The indirect C'P-violation is also observed in semi-leptonic decays of K, which allows deter-
mination of from which of K9 or K° decayed with the charge of an emitted lepton. If the mixing
of K% and K in K, is equal, the same number of such decays with [~ and [T must be observed,

11
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where [ denotes e* or p*. Actually, such a charge asymmetry has been observed [15] and the

world average value is given as [10]

F(KL — TF_l+Vl) — F(KL — W+l_ﬁl)

F(KL — TF_Z+V1) + F(KL — 7T+l_171)

= (3.3240.06) x 1073, (1.10)

AL =

where a weighted average for the electron mode and the muon mode is shown.

Direct C P-violation
Another source of C P-violation is possible, where the C'P-odd component Ko directly decays into
C P-even two pion systems due to C P-violation in the decay process:

(| |\ KL) ~ (nm| A |Ka) + € (nm| | K1), (1.11)

where 7 denotes Hamiltonian of weak interaction. This “direct C P-violation,” as given by the
first term in the right hand side of Eq. (1.11), was formalized by T. T. Wu and C. N. Yang [17]
soon after the discovery of the indirect C'P-violation. Contribution of the direct C'P-violation in
decay into 77~ final states is usually denoted as ¢’ and this gives

(x| AL L
(mtn | A |Ks) '

(1.12)

Due to isospin difference in the 7°7° modes, different contribution of the direct C'P-violation is
expected as
(% A | K1)
(r0m0| A |Ks)
Although it is difficult to measure the small effect of the direct C' P-violation only by observing
the K, — 77~ decay, Equations (1.12) and (1.13) allow to extract its effects by simultaneous

measurements of the four decays, K; — ntn~, K;, — 7%, Kg — 7tn~ and K; — 77" as

=g ~ € — 2¢. (1.13)

'Ky = ntn)/T(Ks — ntn™) ne_ |? ,
~ ~ 14 6R . 1.14
T(K; = 7970) /T (Ks — 7979) "~ | 7o + ORe(e'/¢) (1.14)
Continuous efforts to measure this ratio had been made [18] and today non-zero value is obtained
as the world average [10]
Re(¢'/e) = (1.65 4 0.26) x 1073, (1.15)

The existence of this direct C'P-violation was critical to discriminate various models to explain
C P-violation and was important evidence to support the Kobayashi-Maskawa model described in
the next section.

1.1.3 Kobayashi-Maskawa mechanism

Today, C'P violation is measured and established in not only kaons as discussed in Sec. 1.1.2, but
also B mesons by B-factory experiments such as Belle and BABAR [19]. These C'P violation as well
as quark mixing among three generations are explained by the Kobayashi-Maskawa(KM) mechanism
[20], which originated from an idea of quark mixing by Cabibbo [5] and obtained as its extension
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to the six types of quarks with three generations so as to accommodate C'P violation naturally by
M. Kobayashi and T. Maskawa.

In this model, quark mixing among the three generations is governed with a 3 x 3 complex
matrix Vogw as follows:

d/
s’ = VCKM s, (1.16)
b b

where d, s and b indicate mass eigenstates and those with a prime(’) are weak eigenstates for
corresponding generations. The matrix Voku is called “CKM matrix” and written as

Vud Vus Vub
Vekm = | Vea Ves Ve | - (1.17)
Vie Vis Vw

Using this CKM matrix, the Lagrangian of the charged current in the weak interaction is given by

g — 7 *
“Loc = E[ulVUd]W + djVZ'juiW-i_], (1.18)
where u; = (u,c,t) is the left-handed up-type quarks, d; = (d, s,b) is the left-handed down type
quarks, and W are the weak bosons. The C'P conjugation of Eq. (1.18) will be then

L8P = \%[ijujvw +aVisd; W, (1.19)
which would be different from Zcc hence C'P is violated when V;; # sz Existence of complex
components then is essential in considering C'P violation in the SM.

The CKM matrix has four free parameters of three rotation angles and one complex phase and
the effect of C'P violation can be concentrated in this phase. Following the Wolfenstein parameter-
ization [21], Vokw is written as

1—)%/2 A AX3(p — in)
Vexm = -\ 1-)2/2 AN? +0(\h), (1.20)
AN —p—in) —AN? 1
where
A= [Vas| : (1.21)
V H/ud|2 + |Vus|2

Vep
AN = \|E 1.22
Vae | (1.22)
AN (p+in) = V. (1.23)

Here, 7 is the only parameter causing C P-violation and the size of this value is a measure of
C P-violation in the SM. It is convenient to define p and 7 as

~ p(1—=X\/2) (1.24)
~ (1 =X?/2) (1.25)

[
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and illustrate allowed region obtained as a result of measurement in p-7 plane. A unitarity condition
in the CKM matrix is written as

VuaVip + VeaV, + ViaVig, = 0, (1.26)
_ V“dvub o ‘/tdv;gb _ 17 (127)
VeaV, VeaV
here, the first term in Eq. (1.27) indicates
Vudv*b _ .
v )= 1.28
< VoVt > p =+, (1.28)

hence the triangle formed by (0,0), (p,7) and (1,0) in p-7 plane is called “unitarity triangle.”
Generally, measurements on C'P-violating parameters correspond to measuring a part of this triangle
such as angles, length of sides or its height. Examination of whether these measurement results
really for the unitarity triangle is then a critical validation of the KM mechanism. Figure 1.2 shows
a summary of various measurement in p-7 plane. All measurement gives consistent results and the
global fit gives parameters in Eq. (1.20) as [22]

A = 081075050, (1.29)
A 0.22548 000098 (1.30)
p 0.145310 0033, (1.31)
7 = 03437051, (1.32)

The unitarity of the CKM matrix is evaluated as a sum of three angles in the unitarity triangle in
Fig. 1.2, for example, and yields [16]

b1+ 2 + 3 = (175 £ 9)°, (1.33)

which is well consistent with the SM prediction. These facts indicate the KM mechanism successfully
describes weak interactions in the quark sector including C P-violation.

1.2 K; — 7o

1.2.1 K; — 7% in the Standard Model

Among various Ky, decay modes, the rare decay K — 7v¥ [23] should be given a special position
due to its unique features. Decay diagrams for the K7 — 7'v7 mode are shown in Fig. 1.3. This
decay proceed through what is called Flavor Changing Neutral Current (FCNC), where s — d
transition occurs with a loop of heavy particles like W* boson and ¢ quark. Since a tree level
FCNC process is prohibited in the standard model, this decay process is allowed only as a second
order effect of electroweak interaction and hence is strongly suppressed. Although this suppression
makes observation of the K; — 70w process difficult, possible effects from new physics would be
given as clearer signals thanks to this small branching fraction, which will be discussed in the next
section.

The most critical point on this decay mode is sensitivity to the C'P-violation. ¢ quark mainly
contributes the loop in the diagrams of Fig. 1.3 thanks to the GIM mechanism [0], although all
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Figure 1.2: The unitarity triangle and the result of a global fit for p and 7. Taken from Ref. [22].

the three kinds of the up-type quarks, u, ¢ and ¢ are basically possible. In addition, as shown in
the following equations, the mixing of K° and K° makes t quark contribution dominant, which can
have an imaginary component in coupling constants :

A(Ky — 7o) ~ A(Ky — nvp)
1 _
= E(A(KO — 1) — A(KO — n%p))
x VigVis = VisVia

x  2in, (1.34)

where A denotes decay amplitude and effect of the indirect C'P violation is neglected since |¢| < 1.
Contribution of u and ¢ quarks are neglected since their couplings only have real components and
finally disappear considering the K and K° mixing. Equation (1.34) shows the fact that the decay
K1 — mv7 is purely derived from the direct C'P violation and the branching ratio of this decay itself
represents the size of the C'P violation. In the unitarity triangle, measurement of the K — 7w
branching fraction correspond to that of its height. Hence precise measurement of the K — 70w
branching fraction will give a determination of the i value with corresponding precision. Now that
most of C' P-violating parameters are derived from measurements in B meson systems, information
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from the kaon sector is critical for further confirmation of the validity of the CKM mechanism. It is
also useful for discrimination of various new physics models to compare measurements from kaons
and B mesons.

Another important key of this mode is small theoretical uncertainty in branching ratio prediction.
The branching ratio of the K — 7% decay is expressed as follows [24]:

ImA\ 2
Br(Kj — 7vi) = K, < A5 tX(xt)> : (1.35)

where \; = V/iV;4 in the CKM matrix, x; is the square of the mass ratio of the top quark to the
W boson and z; = mi/M%,, X(z;) is the Inami-Lim loop function [25] with QCD higher order
corrections, and the factor «;, includes other effects which is given as

A 8
kr = (2.231 +£0.013) x 10710 (0225> : (1.36)

The loop effect, as given in the function X (x¢), is reliably calculated. This is because the internal
states of this decay process involves only heavy particles such as top quark, W and Z bosons as
shown in Fig. 1.3 hence effects from long-distance interactions from light quarks are negligible.
Although there could be an uncertainty in calculation of hadron matrix element, which is included
in Kz, it is canceled by using the well-measured branching ratio of the KT — 7% ¥ v, decay, whose
matrix element is identical to that of the K — 707 decay due to isospin symmetry [26].

Taking the above discussion into account, the SM prediction of the K; — 7°v& branching
fraction with two-loop electroweak corrections is given as [27]

Br(Kj — 7v) = (3.00 + 0.30) x 10711, (1.37)

where the first error indicates parametric one and the last one comes from theoretical uncertainty.
Here, the total error is dominated by uncertainty of CKM parameters and the theoretical uncertainty
is dominated by QCD calculation in the loop function X (x;) [27]. The size of the theoretical error
is as small as 1.2%, which is hardly seen in other C P-violating processes.

As shown in Eq. (1.32) the n value is obtained with an error level of a few percent which mainly
comes from measurements in B system. Hence 5% measurement of 7 from the K; — 7%% decay,
corresponding to 10% precision in branching ratio, would be comparable with results from B decays
and would give a critical test of the C' P-violation in the KM mechanism from the kaon system.

1.2.2 K; — 7%7 in Beyond-SM physics

The K7 — 707 decay is a powerful tool for not only precise check of the SM, but also searches
for physics beyond the SM. In order to account for the matter-dominated universe, the amount of
C'P-violation given by the SM or the KM-mechanism is know to be insufficient [29]. Therefore, a
new source of CP-violation should exist, which can be probed by a search for this C'P-violating
K1, — mvw decay. Although O(10~!!) sensitivity is required for examination of the SM as in the
previous section, experiments with lower sensitivity also has an importance because possible new
physics effect gives the larger branching ratio than the SM expectation by a factor of 10 or more.
Before discussing new physics scenarios, an indirect upper limit given by Y. Grossman and Y.
Nir [30] must be mentioned. They pointed out the following relation between branching fractions
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Figure 1.3: Feynman diagrams for the K — 7’v7 decay. Quoted from Ref. [25].

of the Kt — n7vw decay and the Kj, — 77 decay,

1
Br(Kp — mvp) S — TR Br(K™ — 77vp) (1.38)
Tis TK+
~ 43 xBr(KT — ntvp), (1.39)

where 7, and Tg+ indicate the lifetimes of K and K™, respectively, and rs = 0.954 is the
isospin breaking factor [31]. This equation assumes only isospin symmetry and hence independent
of new physics models. This limit, called “Grossman-Nir bound,” is obtained from measurements
of the KT — 7tv¥ decay and new physics effects are allowed to give as large branching fraction
as this bound at maximum. The branching fraction of the K™ — 777 decay was obtained by the
E787/E949 experiment in the Brookhaven National Laboratory (BNL) [32] as

Br(K* — 7twp) = (1.737732) x 1074, (1.40)
From this result, Grossman-Nir bound for the K; — 7% decay is given as

Br(K; — n'v) < 1.4 x 1072 (90% Confidence Level (C.L.)). (1.41)

K1 — 7% searches with better sensitivity than this value are at least necessary to probe new

physics effects.

In various new physics models, the K — 7%v% branching fraction would be modified drastically
through contributions of unknown heavy particles in the loop of its diagram in Fig. 1.3. Below, pre-
dictions of the K, — %7 branching fraction in several specific new physics models are described,
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Figure 1.4: Possible branching fractions for the K; — 7%v7 and KT — 777 decays in the Littlest
Higgs model with T-Parity (left, [34]) and the Randall-Sundrum custodial symmetry (right, [35]).

following Ref. [33], in relation with that for the K™ — 7+v¥ decay. The Littlest Higgs model with
T-Parity (LHT) [34] and the Randall-Sundrum model with custodial symmetry (RSc) [35] can give
the branching fraction larger than the SM prediction, while their new physics effect to B mesons,
particularly the Bs 4 — ppu~ decays, is expected to be small, hence limits from searches by LHC
experiments [30] are not yet stringent. Possible branching fraction in these models are shown in
Fig. 1.4. The Z’ model, where a new boson Z’ directly causes a flavor changing interaction [37], can
also give observable effects. As for supersymmetric (SUSY) models, the minimal supersymmetric
SM (MSSM) with wino loop [38] is still available even with results of direct searches in LHC.

In any cases, precision measurement of K; — 797 as well as KT — 7wTv¥ is necessary in
order to distinguish various new physics scenarios. A special attention should also be paid for
measurements of rare B decays or direct searches of new particles such as SUSY particles and the
Z' boson. The unique feature of the K; — 7%v% decay, the much-suppressed and well-understood
standard model contribution, is an outstanding advantage in searches for physics beyond the SM.

1.2.3 Experiments to search for K; — 7'vv

Various experiments to search for the K7, — 7’07 decay have been conducted so far. The history of
upper limit of its branching ratio is shown in Fig. 1.5 [23, 39, 40, 41, 42, 43, 44, 15]. Here, overviews
of recent experiments as well as the KOTO experiment, the subject of this thesis, are described.

KTeV experiment

This experiment was conducted in 1996-1997 and 1999 at Fermi National Accelerator Laboratory
in the U.S. Its main purposes were the precise measurements of the direct C' P-violation parameter
Re(€'/€) [9] and various rare decays of K. The high energy proton beam of 800 GeV from the
Tevatron accelerator was used for production of the K beam. The layout of the detector system
is shown in Fig. 1.6. Charged particle tracks were detected and their momentum was analyzed by
the spectrometer consisting of the drift chambers and the analysis magnet. In addition, energy of
electromagnetic particles was measured by the calorimeter made of undoped cesium iodide (CsI)
crystals. Two kinds of search for K — 7% decay were performed; One used 7° — ~v decay to
identify 7V in the final state [11] and the other used 7° — eTe™7y decay [12].
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Figure 1.5: History of measured upper limit of Br(K; — 7°v¥). The kinds of markers indicates the
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Figure 1.6: Outline of KTeV detector. Quoted from Ref. [9].

The KOTO experiment reuses the Csl crystals used as the electromagnetic calorimeter in this
experiment, which were shipped to Japan in 2007-2008 [10].

E391a experiment

This was the first dedicated experiment to search for K; — 707 decay, which used the 12 GeV
proton synchrotron of the High Energy Accelerator Research Organization (KEK) in Japan. The
outlook of the E391a detector is like Fig. 1.7. It was designed so that extra particles which were
emitted concurrently with two photons in general K, decays were completely detected. Data taking
was performed in 2004 and 2005 and the final result was obtained as [17]

Br(Kp — 7%vi) < 2.6 x 1078 (90% C.L.). (1.42)

This result is the most stringent limit for the branching fraction of K; — 707 among the direct
search.
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Figure 1.7: Outlook of E391a detector. Quoted from Ref. [15].

KOTO experiment

The KOTO, standing for “K° at TOkai,” experiment is the successor of the KEK E391a experiment,
which was launched at the Japan Proton Accelerator Research Complex (J-PARC) [17] in Tokai
Village, Ibaraki Prefecture. Intense Kj beam which was obtained from the 30-GeV proton beam
from the Main Ring (MR) [18] of the facility was used. The goal of this experiment is to achieve
sensitivity of the branching ratio predicted in the SM. Although the same experimental technique
with the E391a experiment is adopted and its barrel structure is reused, the other parts are newly
constructed in order to reduce background further and to cope with the high-rate environment: the
higher-granularity electromagnetic calorimeter with Csl crystals used in the KTeV experiment, the
new beam line and the other detectors.

1.3 Purpose and outline of this thesis

As described so far, measurement of K; — 707 is an excellent probe to understand the CP-

violation in the SM and the matter-antimatter asymmetry in the universe with beyond-SM physics.
However, much more efforts are required to improve sensitivity of experiments and search for new
physics. Although the ultimate goal is to achieve sensitivity of 10713 level, corresponding ~100
SM events, experiments should proceed step-by-step in understanding detector performance and
background properties one by one. In this thesis, launch of the KOTO experiment and analysis of
the first data are described, as a step toward the ultimate measurement of the K; — 707 decay.
The key point is high efficiency even under high-rate environment. This requirement is the most
severe in the in-beam photon detector, since it is exposed to a large flux of neutrons but needs high
detection efficiency for GeV-energy photons from Ky decays. This thesis focuses on the design and
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in-situ performance evaluation of such a detector, named as Beam Hole Photon Veto or BHPV.
Understanding of background property in the analysis of K; — 797 search is another essential
point in order to achieve high sensitivity. Hence background, particularly Kp-induce events, is
studied for the first search of K — 7’7 events in this experiment.

The outline of this thesis is as follows. Chapter 2 describes detail of the KOTO experiment, which
includes its conceptual design and basic principle. Design of detectors and data acquisition system
are also explained. Data taking condition is described in Chap. 3. Before going to the performance
study of the BHPV detector, event reconstruction procedures and the scheme of Monte Carlo (MC)
simulation are summarized in Chap. 4 and chap. 5, respectively. Performance studies of BHPV in
the first physics run is discussed in Chap. 6 and analysis of the K — 707 search with the data is
described in Chap. 7. Finally, Chap. 8 concludes this thesis.
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Chapter 2

The KOTO Experiment

The overview of the KOTO experiment is described in this chapter.

2.1 Principle of the experiment

In this section, the concept of this experiment is described. Details of the actual apparatus will be
explained in the next section.

2.1.1 Signal identification

In the KOTO experiment, K; — 7'v7 events are identified by observing events with “7° and
nothing” from a neutral Ky beam. Since an incident K7, is neutral, it is not possible to measure
its incident position and timing or to select its momentum by magnets like charged particles. As
for the final state, the visible particle is only one 7° as neutrinos are not easily detected. The 7 is
detected possibly through its two following decay modes: 7° — vy and 7° — eTe~. In the latter
decay, which is called “Dalitz decay,” precise vertex position is available by tracking an electron and
a positron. However, its branching fraction is only 1.174% [10], and further decrease of acceptance
is expected due to a requirement of enough spatial separation of an electron and a position in
detection. The former decay with two photons in the final state is then suitable to obtain higher
statistics.

From the discussion above, the signal condition is recast as “two photons and nothing.” The
verification of “nothing,” which means there are no other visible particles at the same time, is real-
ized by surrounding the decay volume completely with veto detectors and requiring anti-coincidence
for all of them. As shown in Tab. 2.1, only the K; — 2v and the K; — 7% decays satisfy this
condition among K decay modes and contribution by other decay modes is removed.

In summary, the detector design is like Fig. 2.1, where detail of each component is described
later. Finally, kinematics of 7¥ is reconstructed from the two photons and various event selection
cuts are applied in order to distinguish signals from background. Important cut variables are vertex
position Zyx and transverse momentum of reconstructed 70, where each is defined with respect to
the beam axis. Figure 2.2 shows simulated Z,x-Pr distribution for K7 — 7% events with all the
other kinematic and veto cuts applied, where those inside the box indicated with solid black line are
regarded as K — 7°uw signals. Detail of reconstruction and background is described in Secs. 2.1.2
and 2.1.4, respectively.
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Table 2.1: Main K, decay modes and their branching ratios together with the SM prediction value
for K — 7% decay. Maximum momentum of 7° in the final states are also added if exists. The

value for K, — 7vv is the SM prediction [27] and others are taken form Ref. [16].
Decay mode Branching ratio Maximum momentum of 7’
K — nreTu, (Ke3) 40.55 £+ 0.11% -
K, — mpTv, (Ku3) 27.04 + 0.07% -
Ky — 3xn° 19.52 +0.12% 139 MeV/c
Ky —ata— 70 12.54 + 0.05% 133 MeV/c
Ky —7nhn™ (1.967 4 0.010) x 1073 -
K — mreTuey (3.79 +0.06) x 103 -
K — 270 (8.64 4+ 0.06) x 10~* 209 MeV /c
Kp — mtuFuy (5.65 £0.23) x 10~* -
K — 2y (5.47 4+ 0.04) x 10~* -
K — 7w (3.00 £ 0.30) x 10~ 231 MeV/c

2.1.2 70 reconstruction

In order to ensure a decay occurs inside fiducial region and discriminate background contribution
such as the K — 2y decay, 7° needs to be reconstructed. Observable variables are only two
photons’ energies and hit positions on the calorimeter, which are not enough to reconstruct fully
kinematics of the decay 7¥. However, if observed two photons are assumed to come from 7° decay,
the following simple relation between an opening angle of the two photons and their energies is
obtained:

M2%, = (e1+e2)® — (pi +p3)?
= 2ejes(l —cosé), (2.1)

where e; and p; (i = 1,2) are energy and momentum of each decay photon. Further assumption is
introduced in order to reconstruct full kinematics of decay 7°, where it is supposed to decay on the
beam axis. Various cut variables are then calculated based on the reconstructed kinematics and
used for event selection. The detail of the reconstruction process is explained in Sec. 4.3.3.

2.1.3 Neutral beam

First of all, an intense source of K7, is necessary to search for rare signals. Such a Kj source
is available as a secondary neutral beam from an intense proton beam provided by the J-PARC
accelerators [17]. Concepts of the neutral beam are explained in Fig. 2.3. A production target is
bombarded with the primary proton and secondary particles generated in the target are guided to
the detector with a collimator system into 16° direction with respect to the primary beam and a
solid angle of 7.8 ustr. Charged particles are removed by a dipole magnet and neutral beam is
obtained.

Quality of the K beam was critical for the experiment as well as intensity. Important features
are summarized below.
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Figure 2.1: Cut-out-view of the KOTO detector assembly in the physics run in May, 2013. Detectors
with their names written in blue, green and red letter consists of mainly lead-scintillator sampling
calorimeter, plastic scintillator and undoped Csl crystal, respectively. The downstream detector
named as BHPYV is lead-aerogel sandwich detector. Detail of each detector appears in Section 2.2.5
and 2.2.6.

Narrowly-collimated beam

In the 7° reconstruction process, assumption of decay on the beam axis is necessary as described
in Sec. 2.1.2. This requires K beam with a small cross section, which is called “pencil beam,” so
that deviation of decay vertex from the beam axis is neglected. This pencil beam method also plays
an important role to give a kinematical limit on transverse momentum of beam Kj. Thanks to
this feature, transverse momentum of incident K7, is considered to be zero and that of a decay 7°
is clearly resolved. Since 7° from the K — 7’07 decay tends to have large transverse momentum
due to emission of two neutrinos, this is one of the most critical kinematic variable for signal
identification and the narrow beam is indispensable for this experiment.

Long beam line

At the production target, neutral short-lived particles which can mimic the Kj — 7°vv signal are
also generated. For example, it is possible that a A particle gives the same state of “two photons and
nothing” with K, — 7%% through its decay of A — 7%n. In order to suppress contaminations from
such short-lived particles, the beam line is designed to be long so that they completely decay out
before reaching the detector. In this experiment, distance between the production target and the
detector is 21.5 m. As a result of a Geant4 [19] simulation with the hadron package of QGSP_BERT
[50], where a gold target was bombarded with 30 GeV protons, the relative A yield to that of Ky,
at the detector position was estimated to be 3 x 107'°. This number ! is small enough compared
to expected sensitivity of this experiment. As a result, only stable or long-lived neutral particles,

0

"n this simulation, A particles generated in the target were collected at its surface and the number of those
within the direction of 16 & 1° with respect to incident protons was counted considering survival probability after the
21.5-m-long beam line for each A.

24



CHAPTER 2 The KOTO Experiment

8 RN RN RN RN R RN RN RAR RN R RN RN RN

1500 2000 2500 3000 3500 4000 4500 5000 5500 6000
Rec. 0 Z,,, [mm]

Figure 2.2: Zyix-Pr distribution for K; — 7% decay in MC after applying all veto and kinematic
cuts. The black box indicates the signal region.
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Figure 2.3: Conceptual design of the K beam.

namely photons, neutrons and Ks, survive in the beam. Since photons do not decay and neutron
decay is negligibly small, hits in detectors outside the beam region are mainly derived from decay
particles from K.

Well-collimated beam

This requirement is the most critical for background reduction. The beam contains unavoidable
“halo” components, which means a portion of beam particles exists outside the beam core. Neutrons
or Krs in such region can make background through interaction of detector materials or the K; —
2+ decay, for example. The edge of the beam hence needs to be sharply collimated so as to minimize
such particles.

2.1.4 Backgrounds

Since the required “positive” signals are only two photons in the calorimeter, understanding and
reducing background events is crucial. In the KOTO experiment, background is expected to come
from the following two sources.
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Figure 2.4: Z,x-Pr distribution in the final analysis of the KEK E391a experiment [15].

K-induced background

As described in Sec. 2.1.1, discrimination of signal events from other K, decays is done by detection
of charged particles or extra photons emitted at the same time with two photons by the hermetic
veto detector system. In the real situation, however, finite inefficiency of detectors, which causes
background if such particles are not detected. K had various decay modes hence background
contribution needs to be evaluated for each mode. The largest contribution is expected to come
from the K; — 27° decay, where two among four photons in the final states hit the calorimeter
and the remaining two are not detected due to inefficiency of detectors. To reduce and estimate the
number of background events, understanding of response for each detector is necessary.

Neutron-induced background

Neutrons in the beam halo region, referred to as “halo neutrons” below, can hit the detector
materials and mimic the K; — 7%/% decay by the following mechanisms. One is 7 or n production
in detectors located upstream or downstream of the decay region. Figure 2.4 shows the Zyx-
Pr distribution in the final analysis of the E391a experiment [15], where the vertical bands at
Zytx = 270 cm and Zyix = 560 cm came from neutron interactions with veto detectors placed
around corresponding positions. Events in tails of these bands would be in the signal region. This
type of event was considered to be the major background in the E391a experiment. In order to
reduce this background, optimization of detector design such as positions and materials is critical.
Another mechanism is neutron interaction in the calorimeter. When a neutron directly hit the
calorimeter, it would make two photon-like hits and such events could mimic a Kj — 707 event.
Here, another neutron is generated in hadronic interaction by the incident neutron, the secondary
neutron travels inside the calorimeter and it makes another hit. Detail of this background will be
discussed in Sec. 7.4.8.

2.1.5 Normalization

To convert the number of observed events into the branching fraction of the K — 7% decay, the
number of K, decays in the fiducial region needs to be counted. The K; — 37°, K; — 27° and

26



CHAPTER 2 The KOTO Experiment

K1, — 27 decay modes are suitable for this purpose because they contain only photons in the final
states and K mass is fully reconstructed except Kj — 2v decay. Hence, detectors and triggers
needs to be designed so that such events are collected in parallel with physics data. Difference of
acceptance between these decays and the K, — 7°v¥ decay is corrected with a help of Monte Carlo
(MC) simulations. The detailed way of normalization is described in Sec. 7.3.1.

2.2 Experimental apparatus

This section gives detailed description of the actual experimental setup in May, 2013.

2.2.1 Proton accelerator

The intense proton beam with the energy of 30 GeV was provided by the J-PARC accelerator
complex in Fig. 2.5, which consisted of the linac [51], the 3 GeV Rapid Cycling Synchrotron (RCS)
[52] and the Main Ring (MR) [48]. Negative hydrogen ions (H™) were accelerated up to 181 MeV 2
in the linac and injected to the RCS accelerator with the charge-exchange injection scheme [51].
Converted protons were accelerated up to 3 GeV in the RCS and some portion of these protons
were transported to the MR accelerator . The MR accelerated protons up to 30 GeV and provided
them to experimental facilities. For the KOTO experiment, protons were “slowly” extracted from
the accelerator so that beam intensity during extraction time of 2 seconds would be constant. This
way of extraction was necessary for experiment where secondary particles need to be identified one
by one, avoiding pileups of events. A shot of extracted protons in a single acceleration cycle was
called a “spill” and how constantly the protons are extracted in a spill is one of the most important
performances in this extraction scheme. This was evaluated with a “spill duty factor” defined as
below,

[ i (t)dt} ’
St [ r2@ar’

where T is the extraction time or the spill length, and I(t) is the beam current of extracted protons.
When this value is close to 1, the beam is extracted constantly and the time structure of the extracted
beam is completely flat. In the beam time in May, 2013, the duty factor was approximately 50%.

Intensity of the beam is also an important factor. “Beam power,” which is given in units of
W, is defined as the total energy of accelerated protons per unit time, and a measure of the beam
intensity. In the beam time of May, 2013, 3 x 102 protons were accelerated to 30 GeV every 6 s
and the corresponding power was 24 kW, while the design value was 291 kW, which corresponds to
2 x 10'* protons every 3.3 s. The proposal of the KOTO experiment [56] assumes data taking for
3 snowmass years * with the design beam power.

(2.2)

2.2.2 Experimental facility

The KOTO experiment site is located in the Hadron Experimental Facility (HEF) of J-PARC,
which is written as “Hadron Beam Facility” in Fig. 2.5. Extracted protons are transported to

"2The design energy of 400 MeV was achieved in 2014 [53].
*3The main part of protons were provided to the Material and Life Science Experimental Facility shown in Fig. 2.5.
*4One snow mass year corresponds to 107 s.
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Figure 2.5: Overview of J-PARC. Quoted from Ref. [17].

HEF through the area named “Switch Yard” (SY), as shown in Fig. 2.6. The layout inside HEF
is shown in Fig. 2.7. The “T1 target,” located in the center of the figure, is bombarded with the
transported protons to create secondary particles. This target is shared among all experiments
carried out in HEF; secondary particles are extracted into various beam lines, where apparatus of
each experiment is placed. Secondary neutral beam is extracted into 16° direction with respect to
the primary proton line as shown in Fig. 2.7 for the KOTO experiment. Its beam line and detectors
have been constructed along the line.

2.2.3 Target

A series of nickel disks, which was directly soaked in water for cooling as shown in Fig. 2.8, was
originally planned to be used as the T1 target. However, when the beam intensity was not high,
heavier martial with a larger atomic number was used instead of the nickel target to compensate
for low beam intensity and obtain a larger number of secondary particles. A gold square-bar with
dimensions of 6 x 6 mm? in cross section and 66 mm in length, as shown in Fig. 2.9, was used in the
beam time in 2013 [59]. It was mounted on a copper base and cooled indirectly by water through
the copper base. Before the installation of this gold target, several different types of targets were
used. A platinum rod was used as the target before the summer shut down in 2012. Beam line
simulations are based on the platinum target, which has been prepared for prediction of fluxes and
energy spectra of beam particles other than K, and its results are also used in case of the gold
target since these materials have similar physical properties .

"5 Simulated fluxes of beam photons, neutrons and Krs with Geant3 agreed between the platinum and the gold
target within 22%. Here, material definition except for the target was not completely the same between these
simulations.
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Figure 2.8: The nickel T1 target. The left figure (quoted from Ref. [56]) shows conceptual design.
The right one (quoted from Ref. [57]) is its photograph, where the red point indicates the beam hit
position.

Thermocouples

Cooling pipes

Figure 2.9: The gold T1 target used in the physics run in May, 2013. Quoted from Ref. [59].
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2.2.4 Beam Line

Secondary particles from the target are extracted to the KOTO detector system through the “KL
beam line” placed along 16° line with respect to the primary proton beam line. Components of
the beam line are shown in Fig. 2.10. It consists of a photon absorber, two stages of collimators,
a sweeping magnet, and a beam plug. The photon absorber is cuboid lead with dimensions of
34 x 36 mm? in cross section and 70 mm in length as the photograph of Fig. 2.11. Thanks to
its short radiation length compared with hadronic interaction length, the photon flux is drastically
reduced while the yield of K is maintained. As seen in Fig. 2.11, longer absorber with length of
90 mm is also prepared in order to study beam properties with a different condition. These are
exchangeable remotely. The collimators are mainly made of iron and tungsten is partially used.
The purpose of the collimator system is to provide neutral beam with well-defined edges and small
halo component. As discussed in Sec. 2.1.4, neutrons in the beam halo could interact with detector
materials and make serious background. The collimation lines are designed so as to minimize such
neutrons by reducing their scattering at the inner surface of the collimators. Resultant particle
spectra and fluxes are shown in Fig. 2.13 and Table 2.2. Detail of the design is found in Ref. [60].
Relative-position alignment of the two collimators is critical to obtain the designed beam shape.
This was achieved by using a dedicated beam profile monitor [(1] in advance of detector construction.
The sweeping magnet and the beam plug are located between the two collimators. In the magnet,
1.2 T magnetic field is applied in order to eliminate unnecessary charged particles. Figure 2.12
shows a photograph of the beam plug. This is made of brass and used to stop most of the beam
when access inside the experimental area is needed during accelerator operation. This is also used
for detector calibration; penetrating charged particles are tagged more easily with the plug closed
thanks to low-rate environment, which are useful for calibration of some detectors

2.2.5 Calorimeter

An electromagnetic calorimeter used in the KOTO experiment consists of undoped cesium iodide
(CsI) cuboid crystals. Two kinds of shapes with different cross sections exist, 25 x 25 mm? and
50 x 50 mm?, referred to as “small” and “large” crystals, respectively. Both are 500-mm long, which
is equivalent to 27 radiation length (Xp). Each crystal is wrapped with 13-pm-thick aluminized
mylar. The number of small (large) crystals is 2,240 (476). These crystals are stacked in the
stainless-steel cylinder which had been used in KEK E391a experiment and whose inner radius is
953 mm as shown in Fig. 2.14. As mentioned in Sec. 1.2.3, these crystals were previously used in the

KTeV experiment [16]. The readout and monitor system for each crystal is illustrated in Fig. 2.15.
Scintillation light of each small (large) crystal is read by a Hamamatsu [65] photomultiplier tube
(PMT) R5364 (R5330). Silicon transparent rubber called “silicon cookie” [66] and a UV filter are

inserted between the crystal and the PMT, where the former is for their optical contact and the latter
is for reduction of slow component in scintillation light. Although PMTs of the KTeV experiment
are reused, the high voltage (HV) system is newly developed [67] for the KOTO experimental
conditions: low-power-consumption HV supplier with Cockcroft-Walton (CW) base [68] to reduce
heat in vacuum, preamplifier for higher gain and differential signal output for reduction of noise. In
order to monitor gain of the PMTSs, the calorimeter is equipped with the laser system [09], where
pulse laser is injected to liquid dye and scintillation light from the dye is distributed to each PMTs
via quartz fibers. This system was also used in the KTeV experiment.

6 Although the design field is 2 T as described in Fig. 2.10, this was weakened for safety reasons in May, 2013.
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thick lead absorber are assumed.

. Flux
Particles for 2.0 x 104 P.O.T.

v (> 1 MeV) 2.23 x 10”

v (> 50 MeV) 1.38 x 107
neutron (> 1 MeV) 1.40 x 10°
neutron (> 1 GeV) 1.61 x 108

K 4.19 x 107

tribution of beam particles. The K component
was scaled by a factor of 1.76 to fit the yield with
measurements [28, 63, 64].

2.2.6 Veto detectors

Veto detectors are categorized into photon veto and charged veto detectors according to the kinds
of particles to detect. The photon veto detectors are mainly lead-scintillator sandwich or undoped
Csl calorimeter and the charged veto detectors consist of plastic scintillator. Most of the detectors
except for ones named CC05, CC06, BHCV and BHPV, are placed inside the vacuum.

Front Barrel (FB) and Main Barrel (MB)

These detector are the largest detectors and placed to detect photons emitted into the traverse
direction from K decays as shown in Fig. 2.1. Both are lead-plastic scintillator sandwich detectors
and scintillation light is read by PMTs of Hamamatsu R329-EGPX [71] via wavelength shifting fibers
embedded in grooves of scintillator plates. The FB (MB) detector consists of 16 (32) modules, each
of which has the inner and outer sub-modules, as shown in Fig. 2.16. Detailed parameters are
summarized in Tab. 2.3. These modules are arranged to form a barrel shape with its inner radius
of 0.3 m and 1 m in FB and MB, respectively and cover the transverse region of the neutral beam.
This is shown in Fig. 2.17. These detectors are originally constructed for KEK E391a experiment
and reused in the KOTO experiment. More information will be found in Ref. [72].

Barrel Photon Veto (BCV)

A plastic scintillator layer with thickness of 10 mm is equipped in the inner surface of the MB
detector. As same with MB, the BCV detector consists of 32 modules and signals of each module
are read from both sides via wavelength shifting fibers.

Neutron Collar Counter (NCC) and Hinemos

The NCC detector is located inside FB. The role of this detector is to detect photons generated
from the K; — 37° or the K; — 27° decays, especially those coming from upstream of this
detector. This detector is also assigned another critical role related to neutron background; in the
previous KEK E391a experiment, the largest background was caused by halo neutrons through 7°
production in this kind of detector. Therefore, the NCC detector is designed so that this type of

33



CHAPTER 2 The KOTO Experiment

Cylindrical support structure ——=remroooioe—
of the vacuum vessel I /OEV
(stainless steel) =] CsI (50 mm x 50 mm) 3
i )
i
CsI (25 mm x 25 mm) |

‘ [|Beam aeBeam pipe ]\
‘4 H hole "

LoV T 7 , Cylindrical

1 ! vacuum vessel

0 EEEEEEEE 1
7 ———1—Csl25ecmx 2.5 )I{\'-Z(v\
i HHHHH W s
I I I I JEV-27- e
|k type-6
w OEV-28— ‘)'Pe-;ypc-s
| CsI5cmx 5em |
OEV-29 type-6
DEV-30 type-s
7 [TOEV-32— ()/F,\ -31 type-4
Type-3
\i; L type-0  type-l ope?
D 1.93m o
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Figure 2.16: Module structure of FB (left) and MB (right). Quoted from Ref. [72].

Figure 2.17: Arrangement of the FB and MB modules. The inner (outer) ring indicates FB (MB).
Quoted from Ref. [15].
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Table 2.3: Detailed configuration of the FB and MB detectors.

FB MB
Length in z-direction 2.75 m 5.5 m
Scintillator type MS resin [73]
Wavelength shifting fibers BCF-91A (Bicron) Y11-M (Kuraray)
Thickness of scintillator 5 mm 5 mm
Thickness of lead 1.5 mm 1 mm for the inner layer
2 mm for the outer layer
The number of inner layers 27 15
The number of outer layers 32 30
The number of modules 16 32
Readout single end both ends
The number of channels 32 128

background is reduced as well as the flux of halo neutrons is measured. For these purposes, undoped
Csl crystals are adopted as fully-active material and they are segmented along the beam direction
in order to measure longitudinal shower development for separation of neutrons and photons. The
overall structure is shown in Fig. 2.18. Main parts are CsI crystals with dimensions of 66 x 66 mm?
in cross section and 446 mm in length. Each crystal is divided into the three regions named front,
middle and rear regions, and scintillation light in the crystals is read by PMTs via 40 wavelength
shifting fibers. Among the 40 fibers, four fibers are optically connected to only one segment of the
above three regions and the other 28 fibers are commonly attached to all the regions. The former
and latter readout is called “individual” readout and “common” readout and used for halo neutron
measurement and veto of extra photons from K decay, respectively. The beam hole is maintained
by a CFRP pipe and its inner surface is equipped with plastic scintillator detector named Hinemos
(Horizontal Inner NCC Edge Mounted Scintillator) [74]. Gaps between the structure and regular
modules are filled with outer modules, which had pentagonal shape and directly read by PMTs. In
this thesis, information of only “common” readout is used. More information on this detector is
described in Refs. [75, 76].

Charged Veto (CV)

The CV detector is covering the front surface of the Csl calorimeter with two layers of 3-mm-thick
plastic scintillator in order to detect charged particle events with high efficiency. The upstream
(downstream) layer is called the “front” (“rear”) plane. Each plane consists of modules with a 7-
cm-wide plastic scintillator strip and seven wavelength shifting fibers viewed from the both ends with
Hamamatsu Multi Pixel Photon Counters (MPPCs). Figure 2.19 shows the overall structure of one
plane of the detector and a schematic view of each module. Readout with shorter (longer) fibers out
of a scintillator strip is named a “short-fiber-side” (“long-fiber-side”) channel. The specifications are
summarized in Table. 2.4. Thanks to long attenuation length of wavelength shifting fibers and high
photon detection efficiency of MPPCs, large photoelectron yields are obtained over the wide region
of the detector and this feature is critical in order to keep high efficiency for charged particles in
the whole region. The front (rear) plane is filled with 96 (88) scintillator strip modules with various
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Figure 2.18: Structure of the NCC detector. The left figure is a front view and the right one is a
side view. Quoted from Ref. [77].

Table 2.4: Specifications of the CV detector.

Scintillator BC404 (Saint-Gobain [78])
Wavelength shifting fibers Y-11(350)MSJ (Kuraray [79])
1 mm in diameter
Glue EJ500 (Eljen [80])
Photosensor MPPC S10943-0928(X) (Hamamatsu)

3 x 3 mm? photosensitive area
60 x 60 pixels (50-pum pitch)
Reflector Tetolight (Oike [31])
12-pm-thick polyester film
one side aluminized

length so as to form a hexadecagon without gaps between neighboring modules as shown in Fig. 2.19.
Fibers are laid on grooves of scintillator strip and these are glued with optical cement using the
automatic glueing system, which was developed for this detector and its photograph is shown in
Fig. 2.20. Detail of the production procedures is described in App A. After the gluing process,
modules are wrapped with thin film as reflector and equipped with connectors to attach MPPCs at
the both ends of fibers. Finally, they are fixed on the carbon fiber reinforced plastic (CFRP) plate
with thickness of 0.8 mm with fluorocarbon wires. The CFRP plate is supported with aluminum
structure which consisted of U-channels welded one another to form a hexadecagon. The readout
and control system including photosensor, voltage controller and preamplifier, were custom-built for
this detector. The MPPCs are equipped with peltier cooler so as to keep their temperature within
(1040.1) °C with feedback system. Preamplifier with a gain of 50 is connected to compensate for
small gain of a MPPC. These MPPCs and preamplifiers are mounted on the aluminum support
structure. Control of these components as well as voltage supply for the MPPCs and monitoring of
detector operation is managed remotely. More information is found in Refs. [82, 83, 81].
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Figure 2.19: Overview of the CV detector. The top part of the figure was drawn by D. Naito.
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Figure 2.20: Photograph of scintillator-fiber gluing system for CV module production. Glueing of
four modules in total were processed at a time. The slider A pushed or pulled the slider B which
was equipped with a syringe with glue inside. Speed of the slider A was controlled so that the
constant amount of glue was applied.
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Outer Edge Veto (OEV)

Since the Csl crystals of the calorimeter is stored inside the cylinder-shaped structure, the outer gaps
are filled with lead-plastic scintillator modules with various kinds of shapes as shown in Fig. 2.14.
Scintillator is based on MS-resin [73] and 5 mm in thickness. Wavelength shifting fibers of Kuraray
[79] Y11(200)M are embedded in each layer and they are viewed by Hamamatsu 1-inch PMT
(R1924A) from the downstream side. The total number of readout is 44. Each lead layer is 1.5 mm
in thickness and alternate layers of scintillator and lead are accommodated with a structure of 2-
mm-thick stainless steel to avoid deformation against load of the Csl crystals. More information is
found in Ref. [70].

CCO03 and Liner Charged Veto (LCV)

Structure around the calorimeter beam hole is shown in Fig. 2.21. Square shape is maintained by
the beam pipe made of 4.5-mm-thick CFRP. Space between the beam pipe and the regular small
Csl crystals are filled with the CC03"™7 detector, which consists of 16 cuboid CsI crystals with cross
section of 45.5 x 18 mm? and length of 500 mm, the same with crystals of the calorimeter. Two 1/2-
inch PMTs of Hamamatsu H3165-10MOD, which is modified for use in vacuum environment, are
equipped with each crystal. The inner surface of the beam pipe is covered with plastic scintillator
detector, named LCV, in order to increase detection efficiency for charged particles hitting from
inside of the beam hole. The LCV detector consists of four 3-mm-thick plastic scintillator modules,
each of which has 15 wavelength shifting fibers. The same kinds of scintillator and fibers with CV
are adopted. Scintillation light in each module is viewed only from the downstream with a PMT
of the same type with CC03. More detail of CC03 and LCV is described in Refs. [35] and [30],
respectively.

*T«CC” stands for Collar Counter.
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for each of CC04, CC05 and CCO06 are shown. Yellow blocks indicate Csl crystals and blue lines or
cyan box indicate plastic scintillator modules.

Downstream collar counters

In the downstream of the Csl calorimeter, a series of collar counters name CC04, CC05 and CCO06 are
installed for detection of photons and charged particles which escape into the downstream direction
through the calorimeter beam hole. Each detector is a stack of undoped Csl crystals around the
beam and equipped with a plastic scintillator layer in the upstream, as shown in Fig. 2.22. CC04
is located inside the vacuum tank. Detail for these detectors is in Refs. [37, 88].

Beam Hole Charged Veto (BHCYV)

The BHCV detector consists of eight 3 mm-thick plastic scintillator of EJ204 (Eljen [30]) with
dimensions of 60 x 115 mm? covering 225 x 225 mm? region in the neutral beam, as shown in
Fig. 2.23. It detects charged particles escaping into the beam direction from K7, decays, particularly
7t from the K; — ntn 70 decay. The modules are arranged to have overlapping regions to
eliminate gaps between modules. Scintillation light in each modules is read from one side with a
2-inch PMT assembly of Hamamatsu [65] H7195MOD. This PMT is equipped with external HV
supply for each of the last three dynodes in order to reduce gain deviation in high-rate environment.

Beam Hole Photon Veto (BHPV)

The BHPV detector is located in the most downstream of the KOTO detector system and is placed
inside the neutral beam in order to detect K decay photons escaping in the beam direction. As
mentioned in Sec. 2.2.4, the neutral beam contains a large number of neutrons as well as Krs and
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Figure 2.23: Outlook of the BHCV detector. The left figure shows a schematic view of module
arrangement and the right one is a photograph of the real detector before installation.

the neutron flux is expected to reach up to 100 MHz. Even in such a sever condition, this detector
needs to have high efficiency for photons from K, decays, better than 99.5% for high energy photons
with >1 GeV in order to suppress background from the K7 — 270 decay for a search of signal events
with the SM sensitivity. Therefore, blindness for neutrons is critical for this detector from the view
point of performance deterioration due to high counting rates and reduction of unnecessary veto
signals from these neutrons.

In order to meet these requirements, a lead-aerogel sampling detector is newly developed for
the KOTO experiment [94]. Structure of a single module is shown in Fig. 2.24. A series of these
modules arrayed along the beam constitutes the detector system. Aerogel with refractive index of
n = 1.03 is used. Its dimensions in a module are 320 x 320 mm? in cross section and 58 mm in
thickness, where two layers of tiles are arranged in a 2 x 2 grid. These tiles had been originally
made for the KEK E248 (AIDA) experiment [91] and are reused for this detector. Thickness of lead
sheets is 1.5 mm or 3.0 mm, which varies depending on modules, and the cross section was 398 mm
and 318 mm in horizontal and vertical direction, respectively.

In a module, an incident photon is converted into an electromagnetic shower in the lead layer,
aerogel Cerenkov light generated by electrons and positrons in the shower is collected by light collec-
tion system, which consists of two flat mirrors and Winston cone funnels [92], and finally detected
by 5-inch PMTs of Hamamatsu R1250 [93]. Since neutrons basically produced protons or pions
by scattering or hadronic interaction and no or less Cerenkov light is generated due to their slow
velocity, the detector is blind to neutron incidence. Further neutron separation is achieved using dif-
ference in shower development in electromagnetic interaction and hadronic interaction. The former
develops into the forward direction and the latter tends to have more isotropic angular distribution.
Hence by requiring coincidence of consecutive three or more modules in photon detection, more
rejection of neutron hit events is expected while keeping efficiency for high energy photons.

In the physics run, twelve modules are installed with lead and aerogel sampling as shown in
Fig. 2.25. Plastic scintillator counter with dimensions of 20 x 20 cm? in cross section and 5 mm in
thickness followed for the purpose of calibration.
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Figure 2.24: Diagram of a single module of the BHPV detector (top view).
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Figure 2.25: Configuration of the BHPV detector in the physics run of May, 2013. (Left) Sampling of
lead and aerogel for each module. No lead sheets were inserted in the last two modules since showers
started in these modules did not satisfy “coincidence of three or more consecutive modules” and
lead sheets in these modules did not effectively work as converter. (Right) Photograph of overview
of the detector. The beam came from the upper direction. This photograph was taken and provided
by H. Watanabe.

2.2.7 Vacuum and cooling system

The decay region must be kept in vacuum because neutrons can interact with residual gas in the
beam region, and 7% can be generated, which mimics a signal event. In order to suppress this type
of background enough small, the decay volume needs to be evacuated down to O(107°) Pa. The
overall vacuum system is shown in Fig. 2.26. The whole KOTO detector system except downstream
detectors including CC05, CC06 and beam hole detectors is placed inside the large vacuum tank.
Vacuum of the decay region, called the high-vacuum region, is kept around 5 x 10~® Pa, which
is separated with the detector region, called the low-vacuum region. Pressure of the low-vacuum
region is kept less than 1 Pa as a buffer region. This structure, with no detectors inside the high-
vacuum region, is necessary to avoid deterioration of vacuum due to outgassing and obtain vacuum
level of O(107%) Pa. Separation of these vacuum regions is achieved by thin files called membrane.
Its structure is shown in Fig. 2.27. It consists of four layers and total amount of material was as
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Figure 2.26: Outline of the vacuum system. The hatched region indicates the high vacuum region
with a level of 107® Pa and the surrounding hollow region, including detectors shown with green
color, indicates the low vacuum region. The red (blue) circled cross marks with represents closed
(open) bulbs. Boxes with letters such as “TMP” and “Booster pump” corresponds to vacuum
pumps. “TMP” stands for Turbo Molecule Pump. Circled arrow marks show places where vacuum
monitors are installed. This figure was prepared by H. Watanabe.

small as 202 pg/cm?. The thickness is critical and must be kept as less as possible for reduction

of background since any inactive material on the inner surface of detectors can increase inefficiency
for Ky, decay particles generated inside the decay region.

Since most of the KOTO detectors are located inside the vacuum of 1 Pa as mentioned above,
various attentions need to be paid for their operation. Outgassing from detector material is one of
the serious issues, which affects transparency of silicon cookies used for optical contact in the main
calorimeter. In order to prevent such affect from the upstream detectors, the low-vacuum region is
separated into the upstream section and the downstream section.

A cooling system is also necessary for detector operation in the vacuum environment. Cooling
water with temperature of 10°C is flowing through copper cooling pipes for heat dissipation of PMTs
and front-end electronics (FEE). Cooling pipes are introduced close to PMTs or FEE and thermal
contact was achieved through copper tapes or coper bars so that heat is easily transferred to outside
of the vacuum through cooling water. In case of CV, heat from FEE, including the preamplifiers
and the peltier coolers, is dissipated through the aluminum structure. Cooling pipes make thermal
contact at four points in each plane and FEE is also thermally coupled to the structure via silicon
heat dissipation sheets. Thermocouples are attached in order to monitor temperature of PMTs for
each detector, upstream and downstream of the calorimeter crystal, cooling pipes, the CV aluminum
frame and vacuum chamber wall.
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Figure 2.27: Structure of the membrane used to separate the two vacuum regions.

2.2.8 Data acquisition system

In the KOTO experiment, signals from all the detectors are recorded as digitized waveform with
125-MHz or 500-MHz sampling analog-to-digital converter (ADC) modules. For each event and each
channel, waveform of 512-ns range, which corresponds to 64 (256) samples in case of 125-MHz (500-
MHz) sampling, is stored. The diagram of the KOTO data acquisition system is shown in Fig. 2.28.
Triggers are issued based on these waveform information. Pipeline processing is adapted in order to
eliminate dead time, where waveform data is stored in a pipeline buffer to wait for trigger decision.
Data is once placed on the temporary local storage in J-PARC and then transferred to KEK for
long-time storage. Detailed description is in Ref. [95] and overview of the system is presented below.

Readout scheme

The ADC modules are custom-built for the KOTO experiment. The 125-MHz-sampling ADC [90] is
used for all the detectors except BHCV and BHPV. The system is optimized mainly for readout of
the calorimeter, which occupies approximately 70% of total readout channels. The dynamic range
of the ADC is 14 bits in order to measure photon energy from 1 MeV up to 1 GeV in each channel
of the calorimeter [67]. Each module has 16 channels of analog inputs as shown in Fig 2.29. Signals
from undoped Csl crystals in the calorimeter or plastic scintillator in veto detectors have narrow
pulse shapes with a few tens ns, which is too sharp to record waveform with 125 MHz sampling.
Therefore, a ten-pole Bessel filter is used to widen an input pulse into a Gaussian shape with
o =27 ns [90] as shown in Fig. 2.30. More sampling points are then available with relatively slow
sampling of 125 MHz, which results in excellent timing resolution. In the prototype calorimeter,
timing resolution better than 1 ns was obtained for energy deposit larger than 20 MeV [39, 90].
Thanks to this feature, use of expensive 500-MHz ADC with a large dynamic range is avoided and
cost for readout is reduced.

The ADC requires differential signals as an input with respect to noise reduction. Therefore,
shielded-twisted-pair cables are used for signal transmission. FEthernet cables of category 6 are
adopted, where only outside two among four pairs are used in order to avoid cross talks and thus
one cable is assigned for two channels. Availability of commercial products is helpful to reduce
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Figure 2.28: Diagram of the KOTO data acquisition system. In the physics run, no event selection
was applied in the Level 3 trigger and the “Lv3 PC Farm” worked just as the local storage. Quoted
from Ref. [95].

cost. The calorimeter and CV are designed to output differential signals from their preamplifiers,
whereas other detectors give single-end signals. Converters modules are used to change these single-
end signals to differential ones.

For detectors located inside the beam, namely BHCV and BHPV, ADC modules with 500-
MHz sampling and 12-bits dynamic range [97] are used. They record signal waveforms from these
detectors without shaping because single counting rates are too high and wide pulses as in the
125 MHz ADCs cause event pileups.

Trigger and data storage

Events are triggered with two stages using digitized waveform information. The first stage trigger
decision, which is called “Level 1 trigger”, is judged every clock of 125 MHz, based on information
of total energy deposit in a detector system. Waveform sum in all channels of ADC modules for a
detector system of interest is used as total energy information. When a peak is found in the summed
waveform and its height exceeded a given threshold, Level 1 trigger is issued and an “event” was
defined, or timing of 64 or 256 samples to be recorded is determined from the trigger timing. This
trigger scheme is called “Et trigger.” Et trigger decision is able to be made detector by detector and
the final Level 1 trigger decision is made as a combination of Et trigger signals from several detectors.
In the physics data taking, Et trigger signal by the calorimeter is basically used in triggering physics
events with “online-veto,” or anti-coicidence of Et trigger signals by veto detectors. Information
of events with the Level 1 accept is sent to the “Level 2 trigger” system via optical links. Here,
event information is once stored in its temporary memory and further trigger decision is made using
waveform of 64 or 256 samples. In the physics run, Center Of Energy (COE) of the calorimeter is
calculated with energy information of each crystal and used for the Level 2 trigger decision. Since
COE positions of K, — 707 events are expected to deviated from the center of the calorimeter due
to large transverse momentum of the decay 7¥ this value is useful to discriminate the Kj — 379,
K — 27° or K7, — 27 decays which give COE positions close to the center. Detail of the COE
trigger is described in Sec. 3.3.1. Events which pass the Level 2 trigger are transferred and stored
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Figure 2.30: Waveform shaping in 125-MHz
ADCs in a simulation. Points show an input
pulse and the solid line is a waveform after shap-
ing with the 10-pole filter, obtained by circuit
simulation. Quoted from Ref. [64].

in the buffer memory of the Level 2 trigger system. They are sent to the storage of the PC farm
every spill via 1 Gbps Ethernet and stored after compression. The maximum number of events to
be stored in the Level 2 buffer memory is 8192 events per spill in the May 2013 run. The stored
data in the PC farm are transferred to the storage in KEK Central Computing System (KEKCC)

for offline analysis.

46



Chapter 3

Data Taking

This chapter describes the condition of data taking in the KOTO first physics run in May, 2013.

3.1 Overview

Construction of all the KOTO detector system, including the downstream detectors located outside
the vacuum tank, was finished in the middle of April, 2013 and the KOTO experiment conducted
the first physics run. The data set used in this thesis was collected during 19 May - 23 May, 2013,
which corresponds to a period of 100 hours. Unfortunately, the data taking was terminated due
to the radiation leakage accident in the Hadron Experimental Facility [95], although the run was
originally planned to continue by the end of the next month. In the following sections, detail of
various experimental conditions in the May run is described.

3.1.1 Accelerator Condition

The beam power in the MR accelerator was 23.8kW, which corresponds to 3 x 103 P. O. T. for
every beam extraction with repetition rate of 6 s. The intensity of the extracted beam from MR
is monitored with the two kinds of devices. The Switch Yard Intensity Monitor (SYIM) monitors
intensity of the extracted beam itself by counting the number of scattered particles at vacuum
windows. The yields of secondary particles from the target are monitored by the Target Monitor
(TMon), which consists of a series of plastic scintillators and is located in 50° direction with respect
to the primary beam line as shown in Fig. 3.1. Figure 3.2 shows measured SYIM and TMon counts
per spill as a function of time during the data taking period. Blank regions correspond to the
accelerator maintenance period. The beam power slightly increased after this beam break.

3.1.2 Environment

Vacuum level is separately monitored for the detector region and the decay region. The vacuum
level in the detector region is critical for stable operation of PMTs since insufficient evacuation can
cause discharge in PMTs. In the physics run, it was maintained to be less than 0.1 Pa. The vacuum
in the decay region directly affected background of this experiment as described in Sec. 2.2.7 and
was kept at around 5 x 107 Pa.

Temperature of various detector components was monitored with thermocouples in order to
confirm stable operation of detector systems. An example of temperature monitor for the calorimeter
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Figure 3.1: Position of the Target Monitor. Prepared by H. Watanabe.

is shown in Fig. 3.3. Temperature stability is critical especially for performance of the calorimeter
since outputs from a Csl crystal were known to have a slight temperature dependence of -1.4%/°C
[16]. As shown in Fig. 3.3, temperature for all measurement positions was found to be stable within
0.1 C° level.

3.2 Detector Condition

3.2.1 Dead channels

There existed several dead channels where any signals were not observed, although they were not
critical in the analysis of the K — 7’v¥ search. Two channels were in the calorimeter, two in CV
and one in CC03. These are summarized in Fig. 3.4. Positions of modules with the dead channels
are shown with colored lines for each detector. Although information of these two dead channels in
the calorimeter was completely unavailable, simulation studies showed decrease of signal acceptance
and increase of K; — 27¥ background was not large, as described in App. B. Energy deposit of
these two channels were treated to be zero in the Monte Carlo simulation described in Chap. 5 so
that effects of dead channels were properly considered in estimation of both signal acceptance and
background.

Both the two channels in CV were located in the rear plane. They shared the same signal cable
and it was guessed that there were some troubles in the cable such as disconnection or break inside
the vacuum tank. In these modules, particles were detected with single-end readout. Increase of
inefficiency due to lack of information was found to be smaller than requirement even with single
side readout from a study based on data taken prior to the physics run [82, 83, 84]. More on this
study and effects of these dead channels are in App. B.
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Figure 3.2: Beam stability monitored with SYIM (left) and TMon (right).

The one dead channel in CC03 was due to a broken PMT. Since each CC03 CsI crystal is read
by two PMTs and the partner PMT was alive, information of the corresponding crystal was not
completely lost hence no dead crystals exists.

3.3 Trigger Condition

Data taking was performed with various trigger conditions,

for corresponding purposes Events with various trigger conditions were collected simultaneously
in order to obtain data for normalization, calibration or other purposes as well as the main analysis
of the K; — 707 search. The maximum number of events to be taken in a spill, around 8 k
events, was shared among these triggers by adjusting energy threshold and prescale factors. Below,
detailed condition for each trigger is described.

3.3.1 Physics Trigger

This was the main trigger to collect K; — 707 events and designed to take as many events

as possible with the minimum losses of signal acceptance. As the Level 1 trigger, an Et trigger
signal from the calorimeter and online-veto by MB, CV, NCC and CC03 were required. Event
were rejected by this trigger when Et signals from at least one of these four veto detectors were
issued at the same time as Et trigger timing of the calorimeter. The veto energy thresholds for
each trigger are summarized in Table 3.1. The event rate with the calorimeter Et information was
~258 k per spill and this was reduced to ~27 k per spill with the online-veto. Trigger selection
with an “online-Center-Of-Energy (COE)” value was then applied as the Level 2 trigger decision.
An online-COE value is given as

VB + (5 Bu)?
> Ei ’
where F;, x; and y; are energy, x and y positions for the i-th crystal. Here, an energy value for a

channel was obtained from ADC counts of 64 samples and the crystal positions were given for each
channel in advance. Since the majority of neutral K decay events, such as K — 37°, gives a

(3.1)
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Figure 3.3: Monitored temperature of the calorimeter. In the left figure, the open circles indicate
difference of the maximum and the minimum measured temperature over the measurement period
and the closed circles indicate standard deviation. Measurement position numbers are illustrated
in the right figure. The right figure was quoted from Ref. [64].

Table 3.1: Online veto threshold.

Detector  Energy threshold
calorimeter 550 MeV
MB 50 MeV
CvV 1 MeV
NCC 60 MeV
CCo03 60 MeV
COE 165 mm

small COE value or balanced energy deposition on the calorimeter in the xy plane while large energy
imbalance is required for signal events as a result of the P requirement, this cut can effectively
reduce the trigger rate without losing signal efficiency. As shown in Table 3.1, the online-COE value
was required to be larger than 165 mm and finally the event rate was reduced to ~8 k events per

spill.

3.3.2 Normalization Trigger

In this trigger, the online-COE cut was removed from the physics trigger described above. By this
trigger, K7, — 37°, K1, — 27° and K — 27 events are collected, which is used for normalization
as described in Sec. 7.3. Prescale of 30 was applied and approximately 700 events were collected
every spill.
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Figure 3.4: Positions of modules with the dead channel. The left, middle and right figures are for
the calorimeter, CV and CCO03, respectively. Each detector was seen from the upstream direction
and modules with dead channels are shown with red or blue. As for CV, the red (blue) color shows
readout of short-fiber (long-fiber) side was not available.

3.3.3 Minimum Bias Trigger

In this trigger, the decision was made only by Et trigger of the calorimeter without any online veto.
Prescale of 300 was applied and approximately 700 events were collected every spill.

3.3.4 37" Calibration Trigger

This trigger was used to collect K, — 37¥ data for calibration of the calorimeter, which is described
in App. C. Six photons are emitted in the K7 — 37% decay and six hit clusters are detected when
all six photons hit the calorimeter. Since no other Kj decays generate as many as six photons,
K1 — 379 events are effectively collected by counting the number of clusters For this purpose, the
“region counting method” was used in addition to the conditions of the normalization trigger. In the
region counting, the calorimeter was segmented into twelve regions as shown in Fig. 3.5 and trigger
decision was made when hits in four or more regions were recorded. An Et signal was calculated
for all the channels in each region and a hit in a region was identified with the Et signal larger than
120 MeV. Prescale of 10 was applied and approximately 300 events were collected for every spill.

3.3.5 External Triggers

The following five kinds of additional triggers were implemented as external triggers:

Clock trigger Events were triggered by 10 Hz periodic clock signal to take random trigger data
for evaluation of noise and counting rates in beam periods.

LASER trigger The laser for the calorimeter calibration was flashed with frequency of 5 Hz and
events were triggered synchronized with this timing.

LED trigger Another 10 Hz clock was used for a trigger, which flashed all the LEDs installed
in veto detectors. Data taken with this trigger were used for evaluation of timing and gain
stability for the detectors. This trigger as well as the clock trigger is essential for ADC
calibration and stability evaluation of the BHPV detector as described in Secs. 6.2 and 6.3.1.
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Figure 3.5: Segmentation used in the region counting trigger. Quoted from Ref [6].

TMon trigger Signals from the target monitor (TMon) were inputted with proper prescaling.
Approximately 100 events were triggered every spill. Data taken with this trigger were used
to evaluate accidental hits.

Cosmic ray trigger Dedicated trigger counters for cosmic rays events were placed at the top and
bottom of the vacuum tank around the calorimeter and the upstream part of FB. The trigger
signal was formed by coincidence of hits in both top and bottom counters for each region.

3.3.6 Cosmic Ray Trigger during Off-Spill Timing

For continuous monitoring of detector stability, cosmic ray data were collected in the off-spill timing
in addition to that by “cosmic ray trigger” in the above. NCC, OEV and the calorimeter were used
as sources of this trigger. The same trigger scheme with the Et trigger as the physics trigger was
used for the calorimeter. In case of NCC, Et trigger with the same threshold for the online-veto
was used as a trigger '. As for OEV, the number of hit modules was required to be two or more.
The numbers of collected events per spill were approximately 50, 50 and 150 for NCC, OEV and
the calorimeter, respectively.

3.3.7 Dead time in the physics run

There existed 17% dead time due to data management of the Level 2 trigger system, which mainly
came from the data transfer speed inside the Level 2 trigger system, from the temporary memory
to the buffer memory. Since all events of any trigger types were processed through the Level 2

“IUnable to set different threshold due to specification of the trigger system.
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trigger system, this loss was common for events from all the trigger types regardless of whether any
selections were applied or not.

3.4 Special Runs for Calibration

In addition to the physics run, some special runs were performed mainly for calibration of detectors.

3.4.1 Beam Muon Run

In this run, the “beam plug” described in Sec. 2.2.4 was closed. Most of beam particles were stopped
by the beam plug and detector counting rates decreased. In this condition, penetrating charged
particles were triggered with coincidence of two detectors. These data were used mainly for calibra-
tion of beam hole detectors, where cosmic ray data were not available for in-situ calibration due to
their geometry. Timing calibration and evaluation of aerogel light yields for BHPV were performed
using data taken with this trigger as described in Secs. 6.2.3 in 6.2.2. Events were triggered by an
Et signal of BHCV and a hit in plastic scintillator detector located behind BHPV, were required in
offline analysis. The threshold of the BHCV Et trigger corresponded to approximately 40 keV or
80 keV, depending on runs.

This run was also useful to collect events of charged particle penetration for detectors around
the beam, namely collar counters and channels close to the beam in the calorimeter and CV. For
this purpose, events were triggered by coincidence of NCC and downstream collar counters.

In order to monitor stability of these detectors regularly, this run was performed every two days.

3.4.2 Aluminum Target Run

In this run, an aluminum plate with 5 mm in thickness and 100 mm in diameter was inserted into
the beam core at the downstream of FB as shown in Fig. 3.6. This run had two purposes. One
was calibration of the absolute energy scale of the calorimeter, where two photon clusters from
70s generated in the target due to interactions of beam neutrons were detected and reconstructed.
Since the z position of the target and thus the 70 generation position was known, 7% mass was
reconstructed using Eq. (2.1). Conversely, with the nominal 7° mass given, it was possible to
correct measured energies of these photons. In the physics run, this data was used to correct the
absolute energy scale of the calorimeter energy calibration and detail is described in App. C.

The other purpose was the estimation of background due to “hadron cluster events,” which is
described in Sec. 7.4.8.

3.4.3 Cosmic Muon Run

During the accelerator maintenance period before and after the beam time, cosmic muon data was
collected. Events were triggered by Et signals of MB and the calorimeter as well as those of NCC
and downstream collar counters. External triggers, mainly clock, laser and LED triggers were also
implemented. These events were used for detector calibration and evaluation of their stability.
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Figure 3.6: Position of the aluminum target. Quoted from Ref. [64].
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Event Reconstruction

The methods to extract physical quantities from the obtained data are explained in this chapter.

4.1 Overview

As described in Chaps. 2 and 3, data for each channel was recorded as waveforms of 125-MHz or 500-
MHz sampling. Digitized values of the voltage information, which was called “ADC count,” were
recorded every 8 or 2 ns. Event reconstruction processes began from energy and timing extraction
from waveform information. 7% was then reconstructed from these information of the calorimeter.
Veto decision was made based on waveform of all the veto detectors together with reconstructed 7°
vertex position and timing. In calculating energy and timing of veto detectors, methods of timing
reconstruction were critical for background rejection. When multi hits exists in a single waveform,
a hit can be missed due to wrong timing calculation, which gives additional inefficiency of the
detector. For this reason, a method of timing calculation, which was robust for pulse pileups, was
introduced.

In the following sections, energy and timing calculation methods are first explained for each
case of detectors whose signals are read with the 125-MHz and 500-MHz ADC in Sec. 4.2 and event
reconstruction procedures based on these energies and timings follows.

4.2 Energy and timing extraction from waveform

4.2.1 Detectors with 125-MHz ADCs

The waveform data for each channel taken with the 125-MHz ADC consists of 64 sampling points
for each event. Single energy and timing values were extracted from the waveform data for each
channel with the following procedures.

Pedestal definition

Baseline of waveform, called pedestal below, was first defined. Averaged values and standard
deviations of the first and the last five samples were calculated and the averaged value with the
smaller standard deviation was used. The pedestal value was subtracted from each of 64 samples.
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Energy

Energy was defined as an integral of all 64 samples after subtracting pedestal, multiplied with a
calibration constant in order to convert it into energy. Calibration constants were obtained for
channel by channel using cosmic or beam muon data. Overview of the analysis for major detectors
is described in App. C.

Timing

As mentioned in Sec. 4.1, timing information is critical particularly in veto decision. Two kinds
of timing calculation methods were used. One is the “constant fraction method,” where timing is
calculated based on a rising edge of a pulse. Timing fluctuation due to different pulse heights is
small and a good timing resolution is obtained. Hence this method was used as a primary way to
define timing in the KOTO experiment. The other is the “parabola fitting method,” which was
newly introduced in order to handle pulse pileups in the physics run. Timing is determined based
on points around the peak of a pulse and this method is robust for pileups of multiple pulses.

An example of timing calculation by the constant fraction method is illustrated in the left of
Fig. 4.1. The largest ADC count in a 64-sample event window is regarded as the peak of the pulse
and the timing is defined as interpolation of the sample numbers into the half-peak-height in the
rising edge.

The calculation procedure for timing with the parabola fitting method is shown in the right
of Fig. 4.1. In this process, 64-sample waveform information is smoothed by taking the moving
average in order to avoid regarding local fluctuation due to noise as a peak. Peaks in a 64-sample
event window are then searched as local maximum points above the threshold and one whose timing
was closest to the “nominal timing” is chosen. The threshold and the nominal timing are given
detector by detector. These values are described in App. D. Three samples of the selected peak,
the maximum point and its neighboring ones in both sides, are fitted with a parabola function

A(t— B)? +C, (4.1)

where parameters A, B and C are calculated analytically. The peak timing, represented by the
parameter B is used as timing of the channel. Detailed procedures of calculation of parabola fit
timing in App. D.

For timing obtained with both methods, difference of timing offsets among channels was finally
corrected by adding what was called a timing calibration constant. Procedures to obtain timing
calibration constants for several detectors are given in App. C.

The constant fraction timing gave better timing resolution, but the timing with this definition
was easily affected by pulse overlapping. Wrong timing calculation as shown in Fig. 4.2 would give
inefficiency. On the other hand, proper timing is obtained when the parabola fitting method is
used!. The veto detectors require information of both energy and timing in veto decision and such
wrong timing is critical in reducing background events. The constant fraction method was used for
timing calculation of the calorimeter, since the calorimeter is less affected by event pileups thanks
to the high granularity and better timing resolution is desirable in 7% reconstruction. On the other
hand, pulse pileups are more serious in veto detectors with lower granularity. Hence the parabola
fit time was used in all the other detectors with 125-MHz ADC readout.

"1 More sophisticated methods are available to distinguish overlapping pulses such as the template fitting methods
studied in Refs. [89, 90] or Ref. [99]. Although these methods needs longer CPU time, the parabola fitting method
has an advantage to save time of calculation thanks to availability of analytic calculation.
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Figure 4.1: Definition of the constant fraction timing (left) and parabola fit timing (right). Black
points are waveform data. Green lines and red arrows represent the pedestal and the defined timing,
respectively. In the right figure, purple points shows the waveform after taking moving average.
and the blue curve is the parabola function obtained by fitting the three points around the peak.
A zoomed view around the peak is also drawn in the left top corner. The data points were taken
from a certain channel of the CsI calorimeter in the physics data and common in both figures. An
integral of the waveform corresponds to ~6 MeV energy deposit.

4.2.2 Detectors with 500-MHz ADCs

As described in Sec. 2.2.8, data from the BHCV and BHPV detectors is recorded as 256-sample
waveform with 500-MHz ADC in order to handle high counting rates. Since probability to have two
or more pulses in an event window is not negligible, multiple hits are distinguished one by one and
energy and timing values for each hit are recorded. This scheme is also important in order to avoid
regarding off-timing hits caused due to high counting rates as a true hit reduce to issue unnecessary
veto signals.

Pedestal definition
Pedestal is defined as the most probable ADC count among 256 samples in each event and each
channel by fitting a histogram of ADC values of 256 samples with a Gaussian.

Pulse identification

As in the timing calculation for data taken with 125-MHz ADCs, peaks were searched for from
256 samples data with the pedestal subtracted in order to identify multiple hits in a single event
window. Local maxima exceeding the given threshold, 10 (30) ADC counts for BHPV (BHCV),
were regarded as peaks. Detail of this process is in App. D.

Energy and timing

For each peak found in the process above, energy and timing values are assigned and recorded as well
as the number of peaks in the event window. Energy is calculated as an integral of 15 (25) samples
around the sample identified as a peak for BHPV (BHCV). The integral value is then multiplied
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Figure 4.2: Examples of wrong timing calculation with the constant fraction method. The red
arrows with (without) a parabola curve indicate timing obtained by the parabola fitting (constant
fraction) method. The pulse to be detected is located around the ~30th sample. In the left panel, an
accidental hit with larger pulse height exists. In this case, the constant fraction timing is obtained as
indicated by the right red arrow since timing is calculated based on the largest peak in 64 samples.
This kind of mistake is reduced by limiting a peak search range. In the right panel, such a hit exists
in more closer timing to the nominal hit. Although limitation of peak search timing is applied, the
constant fraction timing is calculated based on the earlier pulse. Even in this case, timing with the
parabola fitting is still stable.

with an energy calibration constant to have the number of photoelectrons or energy deposit in units
of MeV. Timing of each peak is calculated with the constant fraction method and corrected with a
timing calibration constant, as is described in the previous section.

Examples of multiple-hits identification for BHCV and BHPV are shown in Fig. 4.3.

4.3 Event reconstruction with the calorimeter

When a high energy photon hit a dense material, an electromagnetic shower is created and the
shower particles spread out with respect to the incident point of the photon. The typical transverse
size of the shower is called Moliere radius, and 3.57 cm[16] in case of CsI crystal. This is larger than
the size of each crystal hence there should be hits in several crystals. This group of hit crystals is
called a “cluster.” Clusters with large total energy are regarded as signals of photon incidence and
used for 7¥ or K7, reconstruction. Below, overview of the clustering procedures and incident photon
reconstruction are explained. Detailed description is found in Ref. [64].

4.3.1 Clustering

First, hit crystals are identified by requiring at least 3 MeV energy deposit for each channel and they
are called “cluster seed crystals.” In the following processes, crystals with energy deposit smaller
than 3 MeV are not used at all. Then, one seed crystal is arbitrarily chosen and other seed crystals
are searched for around the first crystal. When such a crystal is found, the new crystal is made
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Figure 4.3: Examples of energy and timing extraction from waveforms with 500-MHz sampling.
The left (right) figure is for BHCV (BHPV). The solid and dashed blue lines indicate pedestal and
its 1o region, respectively. The green dashed lines show the threshold required in search of pulses.
The purple and black arrows show timing and integration range to get energy for each identified
pulse, respectively. Difference between BHCV and BHPYV is the pulse height threshold and the
length of integration.

to join the same group, or cluster, with the first crystal. This process is repeated until no other
seed crystals around each one in the cluster are found. Energy, position and timing of the cluster
is then calculated as the total energy deposit of all the crystals in the cluster, the center of energy
and weighted average time, respectively.

When there remain seed crystals which do not join the first cluster, one seed crystal is chosen
among such crystals and the same processes are repeated so that all the seed crystals belong to
any clusters. If a cluster consists of a single crystal after the whole processes above, it is called
an “isolated hit crystal” and not used in event reconstruction but only for veto as described in
Sec. 4.3.5. Below, in referring to a cluster, it is regarded to contain two or more crystals.

4.3.2 Photon cluster selection

In reconstructing a 7° by assuming © — 2v decay or Kj with the K; — 2v, K; — 21 — 4y
and K; — 3m — 6+ decays, clusters in the calorimeter were considered to be formed by photons’
incidence from the features of simultaneous multiple hits in the calorimeter and veto of charged
particles by the CV detector, which was applied in the following analysis for many cases. Among
identified clusters, one with its total energy larger than 20 MeV was called a “photon cluster” and
only these photon clusters were used in the following reconstruction processes. When N photons
are required in reconstructing events, only events with N’ > N are selected and analyzed, where N’
is the number of photon clusters for an event. In case that N’ > N, the combination of N photon
clusters whose timing difference is the minimum is used in the reconstruction process. In analysis
of the K; — %% decay or K; — 2y, N =2 and N =4 or N = 6 for reconstruction of K — 27°
or K7 — 3m¥ decays, respectively. N = 5 was for analysis of the BHPV performance evaluation
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Figure 4.4: Tllustration of the 7° reconstruction.

described in Chap. 6. Photon clusters which are not used in reconstruction and clusters which are
not regarded as photon clusters are treated as “extra clusters” and used for veto as described in
Sec. 4.3.5.

4.3.3 7 reconstruction with energy and position correction

As already described in Sec. 2.1.2, 7° is reconstructed from any pair of photon clusters on the
calorimeter assuming their invariant mass is equal to the nominal 7° mass (M,0) and x, y vertex
position of the parent 7¥ to be zero. Below, energy and photon hit xy position on the calorimeter
surface are denoted as e;, x; and y;, respectively as show in Fig. 4.4. An opening angle of the two

photons, 6, is calculated as
M2,
cosf =1— —"—. (4.2)
26162

Using this angle and with the assumption of zero xy vertex position, the z vertex position, written
as Zytx, is calculated from the following equations:

(1 —cos?0)(AZ) 4+ (277 - 7% — (12 +1r2) cos? 0)(AZ)? + (1} - 75)% — rir3 cos’ 0 = 0, (4.3)

thx = ZCsI - AZ, (44)

where Eq. (4.3) is derived from the Law of Cosine on the triangle made of two photon tracks.
7;(i = 1,2) are two-dimensional vectors for the i-th photon hit position on the calorimeter surface
and given as 7; = (z;,y;), and r; = |75|. Notation of other variables follows Fig. 4.4. This equation
is a quadratic equation of (AZ)?2, and two solution for Z,¢, are possible when both of two solutions
of (AZ)? were real numbers and positive. In case of two photon analysis, events with such two
solutions in Eq. (4.3) are discarded.

Once the z vertex position is obtained, incident angle of each photon is calculated. Correction is
then applied for energy and position of each photon cluster using this angle. The 2 vertex position
is again calculated with the same procedures for the updated photon cluster information. Other
variables to be used in the following event selection are calculated using this value; Transverse
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momentum of the reconstructed 70, written as Pr, is calculated from the vector sum of transverse
momentum for each photons as follows:

=) e———— (4.5)

i=1,2 T +(AZ)

Vertex time for i-th photon cluster, t%, . is calculated by using distance between the vertex position
and the photon hit position at the calorimeter surface as

, 72 + (AZ)2

vix =t — (4.6)
c

where t; is timing of the i-th photon cluster and c is the speed of light. The event vertex time Ty«

is given as a weighted average of the above vertex time and for N photon case, it is calculated as

- tit /Ut(ei)2
fr = N ! 4.7
; Z;V:1 1/0'1:(6]')2 (4.7)

where oy(e;) is resolution for each vertex time and given as a function of energy for the photon

cluster and given as

3.8
oi(e) = —= @ 0.19, (4.8)
Ve
where e is given in units of MeV and that of the resultant value is ns.
The Kj — 27 decay is also reconstructed with the same way above. In this case, the mass of

K7 is assumed instead of M, o and other processes are identical.

4.3.4 K reconstruction

In the analysis of normalization modes, the K; — 370 and K; — 2x° decay, K is recon-
structed from six or four clusters on the calorimeter, assuming these clusters came from pho-
tons from the K; — 37% or K — 27° decay, respectively. For N photon clusters (N = 4,6),
(va/oz 1(N 2Z))/(N/2) = 3(15) possible combinations to form two (three) 7%s in K — 27°
(K1 — 37°) reconstruction. z vertex position for each pair of photons is calculated with Eq. (4.3)
and the event z vertex Zyix is obtained as a weighted average in each combination:

N/2

ZZ/O'2
thx = Z milv (4-9)
i=1 Zj/ 1/%2-

where Z; is reconstructed 7¥ z vertex for the i-th pair of photons and o; is its resolution given as
a function of energies of the two photons clusters. To evaluate agreement of these N/2 z vertices,
the following the z-vertex x?2 is defined for each combination:

N/2 _

L 2
X2 = ZM (4.10)

i=1 (
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Figure 4.5: Distribution of energy and distance from the nearest cluster of isolated hit crystals in
K1 — 797 simulation. The red line indicates distance-dependent energy threshold and an event
would be rejected when any isolated crystal was above this line.

Among the possible combinations, one with the minimum x? is selected as the correct pairing of N
photons. Zero xy vertex positions are then modified to have finite values by interpolating center
of energy x or y positions on the calorimeter to z position given by Z,ix assuming the target to
be a point source. Energy and position corrections described in Sec. 4.3.3 with the updated vertex
for this combination are then applied, and again K7, is reconstructed using modified photon cluster
information. The final photon pairing, x? and xyz vertex position are determined as a result of the
second reconstruction. The following timing calculation for each photon and the vertex is the same
with Sec. 4.3.3.

4.3.5 Veto cuts based on the calorimeter information

As already mentioned, extra clusters and isolated hit crystals are used for veto. The extra cluster
veto means to reject events with extra clusters whose vertex time corresponding is within 10 ns
from the event vertex time. In the veto by isolated hit crystals, events with such a crystal with
energy deposit larger than a given threshold, which depends on distance to the nearest cluster,
denoted as [, are rejected when its hit time was within 10 ns from that of the nearest cluster. The
threshold is set to be looser for smaller [ since isolated hit crystals with small energy deposit were
often produced close to the main cluster for a single photon incidence and events are overkilled with
tight threshold in such a region. The actual threshold values are then given as follows and also
illustrated in Fig. 4.5:

10 MeV, 1< 200 mm (4.11)
(13.5 — 0.01751) MeV, 200 < [ < 600 mm (4.12)
3MeV, 1> 600 mm. (4.13)

4.4 Reconstruction of veto information

Decision of anti-coincidence by each veto detector was basically made with the maximum energy
deposit among “modules” of the detector system whose hit timing was inside the veto window
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given detector by detector. Here, information of a “module” for detectors with single-side readout
corresponds to energy deposit and timing of each channel. As for detectors with dual readouts,
information from outputs of both channels was combined for each unit of these detectors. Such
methods for each detector are explained in Sec. 4.4.1. General procedures to obtain “veto energy”
and “veto timing” are then described in Sec. 4.4.2. Different methods are employed for the BHPV
detector, which are separately presented in the last of this section.

4.4.1 Module information for dual readout detectors

MB and BCV
Scintillation light is read from two side via wavelength shifting fibers in the MB and BCV detectors
and finite time of light propagation should be considered. Suppose the z positions of the two
readouts are zg and 21, and the effective light propagation speed is v, which is described in Sec. 5.4.1,
detection timing of light generated at the position of z (z9 < z < z1) at timing of t = 0 is given as
to = (2 —20)/v and t; = (21 — z) /v for each readout, respectively. Hence the average timing of both
channels in a module is used as the module timing since this gives a constant timing of

lo+ti 21— 2

2 v ]

which is independent of the hit position. The module energy is given as a sum of energies in both
sides with correction of the z position dependence. The hit z position z.. is obtained by taking
timing difference in the two channels,

to—tl—(Z_ZO>—<21_Z>—22—ZO+21, (4.15)

v

(4.14)

and defined as v
Zrec = §(t0 - t1)7 (416)
where Az = 0 corresponds to the center of the module in the z direction. The position dependence

of outputs as a function of the reconstructed hit z position is fitted with the following function and
these examples are shown in Fig. 4.6:

exp (A;Z;Z%) ,  for the upstream readout (4.17)
exp (ch> , for the downstream readout, (4.18)
A — azpec
where A and « are fit parameters, which are shown in Table 4.1. Detail of these parameters can be
found in Ref. [641]. Using Egs. (4.17), the module energy is given as
€u €d

Z + z ’
—Zrec rec
exp (A+azrec ) exp (A_azrec >

where e, (eq) is energy deposit for the upstream (downstream) readout.

(4.19)

CV, CCO03 and the scintillator parts of the downstream collar counters

For other detectors with dual readout, the module timing and energy were defined simply as an
average (or sum ) of those for two channels. In modules with a dead channel in CV and CC03,
energy and timing of the live channel without any processes were used as outputs of the module.

“2Energy of CV was given as a sum of two channels.
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Figure 4.6: Position dependence of outputs for
each channel of the MB detector.

4.4.2 Calculation of veto energy and timing

Module timing values were first corrected using reconstructed Zyix and Tyix values, where time of
flight (TOF) was calculated is subtracted in order to reduce hit time difference due to each module
position. This process is given in the following equation:

tyeto = tmod — (Tvtx + L/C)7 (420)

where tyeto 1S timing used in veto decision, t,0q is timing of the module, L is the reconstructed
photon track length from the vertex position to the detector module, and c is the speed of light.
For MB and BCV, L was calculated with reconstructed hit z position from the timing difference as

L= \/7‘2 + (thx — Zcenter — Zrec)2a (4-21)

where r is the inner radius of the corresponding module of MB or BCV and zcenter is the z position
at the module center. ze is defined in the previous section (Sec. 4.4.1). For CV, L was calculated
using the zy position at a center of each module x¢ and yo as

L= x% + y% + (zov — Zutx)?, (4.22)

where zcvy is the z position at the front or the rear plain of CV. For the downstream detectors, L
was given as difference between the upstream z position of the corresponding detector zge; and the

event z vertex as
L = 24et — Zytx- (4.23)

For other detectors, particularly FB and NCC, L was given as difference between the upstream of
the calorimeter and the event z vertex, denoted as AZ, instead of the actual detector position. This
is because a resultant tyet, value is strongly affected by a wrong z vertex position derived from an
incorrect photon pairing. This effect is reduced by using the calorimeter z position as follows:

tveto = tmod — (Tvtx + AZ/C)
~ tmod — (tcluster - AZ/C + AZ/C)
= tmod — tclusters (424)
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where t¢jyster denotes photon hit timing in the calorimeter and the radial component in Eq. (4.6) is
neglected. Dependence on Zyix is removed from Eq. (4.20) by giving L = AZ and miscalculation
of veto timing is reduced.

As the next step, modules whose tyet, value obtained in the above process was within the “veto
window” were selected in each detector. This veto window is defined detector by detector. Here,
the scintillator parts of CC04, CC05, and CCO6 were treated as separate detectors. Finally, the
detector veto energy and timing was defined as those of the module with maximum module energy
among the selected ones. When any modules with their ¢yeto values within the veto window are not
found in a detector system, the veto energy of the detector was set to be 0. The event was rejected
if the veto energy of any veto detector systems exceeded their threshold.

4.4.3 BHPV

Veto decision by the BHPV detector is based on coincidence of modules and is different from the
other detectors. Hence a separate reconstruction method of veto information was developed. Hit
timing for each pulse was corrected by subtracting TOF. Defining ¢/ as a hit timing of the i-th pulse
identified in 256-sample waveform data in a channel of the j-th module (j =0,1,---,11), the TOF
correction is expressed as

JLmod + Z?;(l) 5lk,k+1

L/ —
t; =t; — a

(4.25)
Here, timing after the TOF correction is denoted with a prime(’), the module with j = 0 represents
the most upstream one, L;,,q = 332 mm is the width of a single BHPV module in the z-direction,
0l n is the gap width between the m-th and n-th module which was measured in alignment of the
detector and ranging from 3 mm to 57 mm, and c is the speed of light.

Using this corrected timing, hits due to electromagnetic showers developing into the downstream
direction were in identified as coincidence among consecutive modules. Detail of the algorithm is
as follows. Here, a hit in a channel was defined with an identified pulse with a photoelectron yield
larger than 2.5 photoelectrons. For the earliest hit in the most upstream module, existence of hits
in the two readouts of the following module was checked. Coincidence of these two modules was
identified when such a hit was found within +10 ns from that of the first module. This process was
repeated until such a hit is not found in the next module. The number of module with successive
hits was defined as the number of coincidence modules and used for veto decision. The coincidence
timing, denoted as tcoincidence Was then calculated as an average hit timing with the TOF correction.
The same process was applied for the remaining hits to search for another coincidence hits. An
example of these procedure and waveform sample in the corresponding event are shown in Fig. 4.7
and Fig. 4.8, respectively.

The final veto decision was made in a similar way for other detectors, described in Sec. 4.4.2.
BHPYV veto timing was defined as

tyeto = tcoincidence - (Tvtx + (ZBHPV - thx)/c)- (426)

the event would be vetoed when the maximum number of coincidence modules was three or more
among coincidences whose veto timing was within a given veto window.
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Figure 4.7: Example of hit timing map in BHPV. The black points show timing of identified pulse
with the procedure described in Sec. 4.2.2 before the TOF correction. The red points are the same
but the timing calibration and the TOF correction were applied. The blue box is an identified
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Figure 4.8: Waveform in the event of Fig. 4.7. The horizontal axis indicates the ADC sample number
with shift due to timing calibration and TOF correction. The vertical axis shows the number of
photoelectrons in pulse height. The blue line in each panel indicates the coincidence timing. The
black and red waveforms correspond to two readouts of each module.
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Monte Carlo Simulation

In this chapter, the detail of the Monte Carlo (MC) simulation used in the analysis of this thesis
will be described.

5.1 Overview of the Monte Carlo simulation

A principal purpose of the MC simulation is to evaluate acceptance of signal and normalization
modes and to estimate background contribution in the analysis of these modes. The simulation
consists of following three steps: (i) generation of incident Kps, (ii) simulation of Ky decay and
interaction of daughter particles inside the detectors, and (iii) conversion of simulated information
considering detector responses.

Below, detail of each step is described. In Sec. 5.2, a model with which the incident Ks are
generated in the step (i) is explained. The step (ii) is processed by Geant4 [19] package with version
4.9.5p02. It is a toolkit to simulate the passage of particles through matter and widely used in
high energy physics and various other fields such as space physics and medical application. All the
KOTO detectors shown in Figure 2.1 are constructed in the simulation, and decays of incident Kps,
tracking of daughter particles and their interaction inside the detectors are simulated by Geant4.
In Sec. 5.4, a method to convert outputs with the above process to measurement data format in the
step (iii) is described as well as response of each detector implemented in this analysis.

5.2 K generation

At the first step of the simulation, a K, is generated at the beam line exit, which is located at the
distance of 21.5 m from the primary target. Its 3-momentum and incident xy position are given
with a model which is described the following sections.

5.2.1 Momentum distribution

A K was generated with a measured distribution with the real K beam because it is difficult to
make reliable prediction with MC simulations, which involve hadronic interactions of protons in the
metal target. The measurements were performed with a spectrometer and the KOTO calorimeter
in February and June, 2012, before installation of the other detectors [100]. Ky — nt7~ 7" and
K; — mtn~ events were reconstructed and the obtained momentum distribution was converted

67



CHAPTER 5 Monte Carlo Simulation

[(Gevig)]

ay
pO
(o]

0 2 4 6 8 10
Incident K, momentum [GeV/c]

Figure 5.1: The K7 momentum spectrum used in the MC simulations.

into that at the exit of the second collimator with a help of MC simulations. The result was fitted
with the following asymmetric Gaussian:

(p — p)?
exp(— ) (5.1)
2(00(1 — (A + Sp)(p — p))?
where p is the momentum of an incident K, pu corresponds to the peak momentum, and o( the
width of the distribution, which is modified by a quadratic of p with parameters A and S. The
momentum p and parameters y and oy were given in the unit of GeV/c. The best fit parameters
used in the MC simulation were

po= 1.41991, (5.2)
oo = 0.810237, (5.3)
A = —0.301413, (5.4)
S = 0.017092, (5.5)

with which the K spectrum is shown as in Fig. 5.1.

5.2.2 Incident position and direction

Position and direction of incident K s were given by a simplified optical simulation. The Ky, vertex
inside the target and its direction were randomly generated and the track was extrapolated toward
the downstream direction. If the track passed the collimator, the generated vertex and direction
information was used and if it did not, the above process was repeated.

In the decision of the vertex position inside the target, the ”target image“ as illustrated in
Fig. 5.2 was used instead of the real target position. Here, the 2z and the 2z’ axes are taken along
the direction of the Kj beam and the primary proton beam, respectively, and the x axis to be
perpendicular to the z axis inside the plane made by the z and the 2’ axis. The y axis is defined
to be perpendicular to the plane. The target image in the x direction is then projection of the real
target length along the 2’ axis to the x axis. The K, generation position was assumed to distribute
uniformly along the x axis within 9.1 mm. Similarly, y position is given as a random number +1.0
mm, considering the spread of the primary proton beam.
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Figure 5.2: Illustration of the target images in x direction (left) and y direction (right). The red line
in each figure represents the target image for the direction. The black bold lines are the apertures
of the collimator for z and y directions and the blue lines indicates the edge beam.

The judgement of collimator passage was based on the xy position at z = 7 m from the center
of the target, where the hole size of the collimator is the narrowest. The extrapolated x position
was required to be within +7.7 mm and y position £12.5 mm.

5.3 Simulation of K; decay and detectors

5.3.1 K Decay simulation

The Ky, decay process, including generation of daughter particles, was managed by the Geant4
code. For given momentum of a generated K, § = v/c was calculated and the flight length L were
decided randomly assuming the following exponential distribution:

exp (‘mLT> , (5.6)

1
i

Kp. The lifetime was given as ¢7 = 15.34 m from Ref. [16]. If there existed some materials such as
the vacuum window, air, and detectors along the way of the K, interactions with them were also
considered.

In case that the K decayed, daughter particles were generated and behavior of each particle
was simulated. In the generation of the daughter particles, V' — A interaction was assumed and the
decay form factors were taken from Ref. [10].

For simplicity, simulations for each Kj decay mode were separately performed and analyzed.
Finally, their results were added considering branching fraction of each mode.

where v is the speed of the Ky, ¢ is the speed of light, v = and T is the lifetime of a static

5.3.2 Interaction inside detectors

Interaction of particles with detector materials were also handled by the Geant4 code.
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A particle incident to a detector can make various interactions with the detector material:
energy loss, scattering, generation of secondary particles, decay and absorption. Such interactions
were simulated considering cross section of each process, and momentum of the original particles
was changed or new particles were generated as a result of the interaction. These processes were
repeated for all generated particles until they lost all their kinetic energy or went out of the defined
volume. Each process was called a step and energy deposit, time, and three-dimensional position in
active materials were recorded for each step. Below, these information is denoted as (e;, t;, z;, ys, 2i),
where ¢ represents the step number.

Among possible interactions inside materials, reliable prediction for hadronic interactions is
difficult and there was large model dependence. QGSP_BERT [50] was adopted as a hadron package
unless anything was specified.

5.4 Detector response

The obtained energy deposit and timing information by the Geant4 simulation was ideal one and
it needed to be modified considering responses of each detector. The responses contained position
dependence of output, timing shift due to light propagation, timing resolution, and photon statistics
effect. In order to simulate timing shift due to pulse overlapping, waveform was generated based on
simulated information and waveform of accidental hits taken by the TMon trigger (Sec. 3.3.5) was
overlaid. In this section, the general methods to modify simulated energy and timing are described,
and explanation of detector responses and accidental overlay follows. For detectors placed inside
the beam, namely BHCV and BHPV, which are read with 500-MHz ADC, different schemes were
adopted and they are separately described.

5.4.1 Light propagation and position dependence

In all the KOTO detectors except BHPV, scintillation light which comes from energy deposit by an
incident particle is detected after traveling from the interaction point to the photosensors. Finite
timing difference exists between the time of interaction and detection due to this propagation
process. This effect was considered for each simulation step by adding proper delay to the time
of the interaction depending on its position and the readout direction. In this process, “effective
speed of light” in each detector, which is explained in Fig. 5.3 and had been measured, was used.
Implemented values are summarized in Table 5.1. Energy information obtained in the simulation
also should be modified based on the interaction positions to reflect effects of attenuation and/or
light collection efficiency. Statistical fluctuation of detected number of photons was also considered.

In summary, recorded information in the simulation for the step i, (e;, ti, z;, ¥s, 2i), was converted
into a pair of energy and time which to be observed in the detector, (e;, t;), where description for
the first five variables are given in Sec. 5.3.2. In the following sections, this conversion process in
each detector, including its response and the method of accidental overlay, is described.

5.4.2 Implemented response for each detector

This section describes detail of methods to convert a simulation output, (e;, t;, z;, y;, 2;), into (e;, t;)
for each detector. In detectors which did not appear in this section, namely NCC and the down-
stream collar counters, no detector responses were considered and the raw output itself was used as
(e;,t)).

(R
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Scintillation light

ANANA
V VOV

Photosensitive plane

Interaction point

Figure 5.3: Illustration of light propagation inside a detector. Scintillation light or secondary light
emitted by the wavelength shifter travels a longer way than the distance between the interaction
point and the photosensitive plane. This makes speed of light look slower than ¢/n, where n is the
refractive index of the detector materials. The average propagation speed over emission angle 6
corresponds to the effective speed of light.

Table 5.1: List of effective speed of light for each detector.

Detector Notation Value [mm/ns| Remarks
CsI (small crystal) — v&zall 91.0
Csl (large crystal) vggfe 95.9
CCo03 VCCo3 88.3
MB UMB 168.1 Also applied to BCV
FB VFB 181
CvV vev 177 Also applied to OEV and LCV
BHCV UBHCV 154.9

Csl
Modification of simulated timing ¢; into t;- is summarized as in the following equation:

t; = t; + At; + Gaussian(o,(E)) (5.7)

where the function Gaussian(z) gives a random number following a Gaussian with its mean and
width(o) of zero and x, respectively. The second term of Eq. (5.7), At;, represents the time delay
due to light propagation for the step ¢ and was given as

Csl
At; = ’Zdoswnstrearn - Z’i|/UCSIﬂ (58)

Csl is the z position of the downstream edge of the calorimeter and vgg represents

where z downstream
small large

vear Or vogr in Table 5.1 according to the type of the crystal. The effective speed of light inside
the Csl, vcgr was derived of cosmic ray data. Timing resolution was considered in the third term of
Eq. (5.7), where smearing by the Gaussian with the following standard deviation was added,

a b
EF)y=—6— 5.9
Ut( ) B \/E’ ( )
where oy is given in the ns unit, F is a sum of corrected energy, to be described below, in the MeV
unit, ¢ = 5.00, and b = 3.63318.
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Figure 5.4: Distribution of mean relative outputs Figure 5.5: Examples of position dependence.
to the standard crystal. For each crystal, relative outputs to the mean
of each crystal were shown.

As for responses related to energy, position dependence and effect of photon statistics were
considered. Difference of signals for the same energy deposit at different positions was considered
with the measurement data using ®7Cs radioactive source. Outputs corresponding to the photo-
electric absorption peak of 662 keV ~ from the source were measured as relative values to a certain
standard crystal at twenty positions with 25 mm intervals for all the crystals. Distribution of
position-averaged relative outputs for all the crystals is shown in Fig. 5.4 and examples of measured
position dependence are shown in Fig. 5.5. Crystal by crystal outputs have ~20% variation and
some crystals have a larger position dependence. Such position dependence was reflected as the
following procedures. First, the expected number of a photoelectron yield was calculated with the
relative output data and the absolute photoelectron (p.e.) yield in the standard crystal, denoted
as Nggr. Using Y; as a relative output at the k-th measurement point for a given crystal, which
corresponds to the position of energy deposition, this was obtained as

eiYpNcsr, (5.10)

where Ncg = 9 p.e./MeV. This value was separately measured with cosmic ray data [90] and tuned
to fit the experimental condition in the physics run’ . The obtained number was fluctuated assuming
the Poisson distribution to consider photon statistics effect and again converted into energy, where
the position-averaged relative output Y was used. Finally, a calibration factor, C, which was given
crystal by crystal as described in App. C, was multiplied. In summary, modified energy for the step
1, e; was expressed as follows:

e; = C x Poisson(e; Y3 Near)/ (Y Negt), (5.11)

where the function Poisson(x) gives a random integer number which follows the Poisson distribution
with its mean of z.

"1 Although the original Nce value was given as 12.7 p.e./MeV according to Ref. [00], it was decreased because
decreased of light outputs were observed in the real experimental condition with the vacuum environment. This was
due to contamination of silicon cookies and detailed description will be found in Ref. [64].
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MB and BCV
Since signals of each module were read by the upstream and downstream PMTs in the MB and
BCYV detector, two sets of energy and timing information were obtained from a simulation output
of a single module as

(s tis iy s 26) — (€0, £%), (€14, £2), (5.12)

Here, the superscripts “u” and “d” represent the upstream and downstream readouts, respectively.
Timing for each readout for a hit in the step i was calculated with the effective speed of light v\p and
distance between the position of energy deposit and each edge of the detector. The same effective

speed was used also for BCV. vy was determined with cosmic ray data [64]. Using zupstream and
z(li/g‘?mstream as the z position of the upstream and downstream edges, respectively, corrected timing

for each side was written as follows:

! MB

tiu = i+ ‘ZZ - upstream‘/vMB? (513)
'd

i = ti+ ‘Zdownstream Zi’/vMB' (514)

Energy was equally shared by the two readouts and weighted depending on z position with
Eq. (4.17). The corrected energy for each readout then was

o 8‘ —Azz
T 62' Azi
€ = - exp (A aAzZ> (5.16)

where Az; = z; — (2MB + 2)B  iream)/2- Equations (5.13)-(5.16) were pplied also for BCV with

upstream
the same parameters A and «.

Cv
Signals of each CV module were read from two sides, referred to as short-fiber side and long-fiber
side, and two sets of corrected energy and timing were extracted. Below the superscript “s” (“17)

represents the variable for short-fiber (long-fiber) side.

Timing response is schematically drawn in Fig. 5.6. In the real data, light detection timing in
the two sides was adjusted to be the same by the timing calibration when an energy deposit was
given at the position xg. z¢ was defined as the position of y = 0 (z = 0) for vertical (horizontal)
modules in the global coordinate. Sign of Ax in Fig. 5.6 was defined to be positive (negative) when
the interaction point is located in the short-fiber (long-fiber) side with respect to the standard
position xg. In case that an interaction point was located in the normal region, where fibers were
laid in grooves and glued with scintillator, the timing correction for the short-fiber (long-fiber) side,
denoted as AtS(At}), was

At} = —Az/vcy (5.17)
(Ath = Az/vey), (5.18)
where vcy is the effective speed of light inside the fibers. Here, light emission timing in the wave-
length shifting fiber was assumed to be the same as interaction timing. On the other hand, in case

that an interaction point was in the fiber-lifted region, scintillation light was not absorbed imme-
diately but travelled to the normal fiber-glued region. Therefore, common delay corresponding to
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Long-fiber side Short-fiber side
Xo Ax Light propagating
Wavelength shifting fiber N| in fibers Photosensor
/
Fiber-lifted region: : Interaction point Scintillator
(25 mm): i
AV Ax (<0)
hﬁﬁ%"
,_ T T
Interaction point Scintillation light

Figure 5.6: Schematic view of light propagation in the CV detector. Timing of the short-fiber and
long-fiber sides were adjusted to be the same when the interaction point was at the position labeled
as xg. The upper figure is for the case that the interaction point is in the normal region and the
bottom that the interaction occurred in the fiber-lifted region.

the propagation time in scintillator was added for the both side. Using Az’ and Az shown in the
bottom of Fig. 5.6, the timing correction is obtained as

At = Az’ Jvgy — Az fucy, (5.19)
Ath = Az’ July + Az /vey, (5.20)

where the effective speed of light in the scintillator U’CV was assumed to be the same with voy.
Timing resolution was then considered by adding Gaussian smearing. The corrected timing for the
short (long)-fiber side, ¢;*(¢;1) was eventually written as follows:

t;s,l =t + At?’l + Gaussian(oy), (5.21)

where the timing resolution o; was given as 1.8224 ns independently of the deposit energy.

Energy correction was made by considering the position dependence of the photoelectron yield
and statistical fluctuation with Poisson distribution. The absolute light yield was measured for every
50 mm region of all modules with a tracking system consisting of series of drift chambers in June,
2012 [82, 84], before the construction of the whole KOTO detector system. Its results were presented
in Fig. 5.7 and these values were used after applying correction due to difference of over-voltage of
the MPPCs between this measurement and the physics run 2. Numbers of photoelectrons which
were obtained assuming Poisson distribution with the measured light yield were again converted
into energy with calibration constants and gain for a single photoelectron for the corresponding
module, denoted as Qifxe. and ¢®!, respectively. Using Néi, as the absolute photoelectron yield
per unit energy deposit at the corresponding position and module, modification of energy for the

simulation step i, ¢;, including all above responses, is as follows:

el = Poisson(e; x N&y) X CSQip.e., (5.22)

"2 Operation voltage of the photosensors or the MPPCs was set differently because it was adjusted so that the same
one photoelectron gain would be obtained in this measurement while in the physics run, it was tuned to have the
same pulse height among modules for online veto.
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and the same for the long-fiber side, /. Here, ¢ and Q?’é.c. are given in units of MeV/(ADC

counts) and (ADC counts)/(p.e.) and Né{, included the correction of different MPPC over-voltage.

FB, LCV, CC03 and OEV

Signals from these detectors were read from a single side: upstream for the FB detector and down-
stream for the OEV and LCV detector. Considering a direction of readout for each detector, timing
correction was made as follows:

F

t, =t + |z — zulitream]/vpg for FB, (5.23)

t; =t + |25 ream — Zil/vov + Gaussian(oy(e;))  for LCV, (5.24)

t, =1+ |Z§O€£§Stream — zi|/vccos  for CCO3, (5.25)

ty =t + 295V eam — Zil /vy for OEV, (5.26)

where zE}itream is the z position of the FB upstream edge, z(I;g W\;Stream, zgo%orf’stream, and z&%\rllstream

the z position of the LCV, CC03 and OEV downstream edge, respectively. In case of LCV, smearing
by a Gaussian was added considering its timing resolution ,

oi(e) = %

where oy and the energy are in the ns and MeV units, respectively, a = 1.7656, and b = 1.1984. In
case e < 0.1 MeV, ¢(0.1) was used. The same effective speed of light with CV was used for OEV
and LCV as the same wavelength shifting fibers were used in these detectors ™.

In the FB detector, light attenuation was considered with an simple exponential function and
the corrected energy was given as

&b, (5.27)

FB

¢ — eiexp <_Zz‘ ;\anlib) 7 (5.28)
FB

where zfal?ib was z position outputs at which were used to obtain the calibration constants of this
detector and App an attenuation length given as Apg = 2700 mm.

LCV energy response was similar to that of Csl; a relative output to that at z = zgﬁi};, which
had been measured before installing the detector with beta rays from ?°Sr radioactive source and are
shown in Fig. 5.8, was multiplied and smearing due to photon statistics was applied. The absolute
photoelectron yield per unit energy deposit, denoted as Npcy, was estimated for each module with
cosmic ray data taken in-situ and summarized in Table. 5.2. Finally, the corrected energy deposit
would be

e; = Poisson(e; X Y(z;) x NLcv)/Nrev, (5.29)

where the function Y'(z) gives the relative output at a position z, which was calculated by interpo-
lating two points around given z in Fig. 5.8, and Poisson(z) gives a random integer number following
the Poisson distribution as in Eq. (5.11). Detail of the measurement of the position dependence and
evaluation of the absolute photoelectron yield will appear in App. C as well as methods of in-situ
calibration.

"3 Parameters used in this smearing was obtained with the constant fraction method.
" Y11 by Kuraray [79]. Density of wavelength shifter is slightly different in the fibers of OEV.
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Figure 5.7: Position dependence of the absolute photoelectron yield in the CV detector. The top
left (right) figure shows measured photoelectron yield obtained in the short(long)-fiber side in the
front plane. Similarly, the bottom left (right) figure is for the short(long)-fiber side of the rear
plane. In every figure, the detector is viewed from the downstream direction.
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Figure 5.8: Position dependence of outputs for
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Figure 5.9: Examples of position dependence in the CCO03 detector.

As for the CC03 detector, attenuation effect was considered based on measurements and exam-
ples of correction value are shown in Fig. 5.9. Corrected energy would be thus

e; =Y (z)es, (5.30)

where Y'(z) is the correction value for the interaction position z.
No correction was made for energy deposit in the OEV detector.

5.4.3 Waveform generation

In order to reproduce timing shifts due to pileups, simulation outputs were once converted into
waveform with 64 samples so that the same analysis procedures with data were applied.

First, each pair of corrected energy and timing for the step ¢, (e;, t;), was converted into a set of
64 values for the step, {a’} = (a,at, - ,aé-, -+, aksy). This waveform was obtained by taking 64

values of a function f(t) as below with intervals of 8 ns around its peak:

_ (t — p)?
0 =~ ) (531)
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Figure 5.10: An example of waveform fitting with ~ Figure 5.11: Distributions of parameters og. FEx-
Eq. (5.31). Black points are a waveform sample amples of three detectors, the Csl calorimeter,
with pedestal subtraction. This was taken from MB, and CV are presented. Each distribution
cosmic ray data of a channel in the Csl calorime-  was normalized so that the peak height was 1.
ter. The solid red line is a result of fitting and

the dashed one is its extension for the tail region

with parameters obtained by the fitting.

[ = pio +t; — 6t + torset, (5.32)

where t is given in the unit of ns, p is the peak timing, 0t is the timing calibration constant, and
toffiset 1S to adjust timing between data and MC. pug, o9 and a are parameters and given detector
by detector by fitting waveform of the real data with Eq. (5.31). These parameters represent time
difference between the half maximum in the early side and the peak of this function, the width of
the Gaussian, and a tail of a waveform, respectively. Examples of fitting and distributions of the
resultant parameters over events are shown in Fig. 5.10. Obtained parameters for all detectors and
detailed process are written in App. D. The function of Eq. (5.31) with given t; was then normalized
so that a sum of corresponding 64 values was equal to e;. That is, {a’} was given as follows:

/

a’ :ei(g(i),(jzo,l,--- ,63) (5.33)
2 k=0 f(8F)
where the function f(¢) is given in Eq. (5.31).
The waveforms for all steps are finally summed to get the waveform of the event {4,} =
(AQ, Al, cee ,A63):
A;j=>al (j=0,1,---,63). (5.34)
3

5.4.4 Accidental overlay

In the real case, signals from detectors are affected by some noises and accidental activities. In
particular, accidental hits can have critical influence in calculation of timing, which led to mis-
detection of hits through wrong timing information as described in Sec. 4.2.1.

In order to consider such timing mis-calculation, waveform of accidental hit samples taken with
the TMon trigger as described in Sec. 3.3.5 were overlaid on the generated waveform for all channels
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Figure 5.12: Examples of accidental overlay in the MC simulation of K — 37° for a channel of the
FB detector. Red circles, blue squares, and black triangles show waveform for a simulation output, a
TMon event and sum of these two, respectively. Purple asterisks show smoothed waveform with five-
sample moving average, which is used to calculate parabola-fit timing and fitted parabola function
is drawing with a green line. Horizontal and vertical dashed cyan lines indicate the threshold and
nominal timing for this detector, respectively. The left and right figures obtained from the common
simulation output but with different events added in accidental overlay.

of all detectors. For a MC event, one TMon event was randomly selected among approximately
40 million events, which had been taken simultaneously with the physics data. Corresponding 64
sample data of the TMon events were added to the generated waveform sample by sample after
subtracting pedestal and multiplying by a calibration constant for the channel as mentioned in
Sec. 4.2.1.

Since the real data was used for overlay, channel by channel noise and accidental hits were
included in the simulation with above process properly. Correlation among channels were also
correctly handled. These were critical in considering background, where simultaneous accidental
hits in multiple channels could cause correlated inefficiency. Detail of this background is described
in Sec. 7.4.6.

For waveform after accidental overlay, energy and timing were calculated with the same proce-
dures described in Sec. 4.2.1.

5.4.5 Beam hole detectors

In order to accommodate with high hit rates, multi hits in a single event were handled in the
beam hole detectors, namely BHCV and BHPV. Simulated energy and timing information were
modified considering detector responses without generating waveform. Accidental activity was then
considered by adding extra hits taken from the TMon data. Since the BHPV detector dealt with
Cerenkov light, treatment of simulation information was different from other detectors. Below,
implementation of responses of these detectors are separately presented.
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BHCV

In the BHCV detector, information of energy deposit, (e;,t;, z;, yi, zi), was first transformed into
(e;, t;) including its detector response, as was done in detectors above. From series of this modified
information for a channel, a single energy and timing value were extracted. Timing delay due to
light propagation and attenuation effect was considered as

/ |$z - xedge|

=t + (5.35)
UBHCV
€; =e; x Aexp <|xz_$edge|> , (5.36)
ABHCV

where Z.qge is @ position of the scintillator’s end to which side a PMT was attached, Aggcyv is the
attenuation length of this detector, and A is a correction factor of position dependence in calibration.
Apucy and A were evaluated to be 56.95 mm and 0.891. From a set of corrected energy and time
(e;, t;), the earliest timing and sum of energy whose timing was within 10 ns from the earliest timing
were used as timing and energy for the channel, respectively.

BHPV

Since BHPV used Cerenkov light for detection of incident particles, information of energy deposit
was not used in the simulation of the BHPV detector. When a charged particle with its speed
larger than Cerenkov threshold, given as ¢/n, passed in the aerogel, Cerenkov light was generated
and traced through the aerogel and light collection mirrors to PMTs, where ¢ and n are the speed
of light and the refractive index of aerogel, respectively. The number of generated optical photons
was given by the refractive index of aerogel and the speed of the charged particle as the following

equation:

dN } 1
Ty 2maz? sin’ Gﬁ, (5.37)

where A, z, and « are wavelength of the Cerenkov light, charge of the running particle and the
fine structure constant, respectively. € is given as cosf = 1/(nf), where [ is the speed of the
charged particle in the unit of ¢. For detection of each generated photon, absorption and scattering
in the aerogel tiles, reflection by the mirrors and quantum efficiency of PMTs were considered. Its
detail will be described in App. E. Timing of each photon detected by the PMT was given as the
generation timing of the photon with delay due to propagation to the PMT. The earliest value was
adapted as timing of the channel. The total number of above photons for a PMT was used as the
observed number of photoelectrons in the channel.

Accidental overlay for BHCV and BHPV

First, series of energy and timing information in a randomly-selected TMon event was assigned as
hits of the channel. When there was a hit in the simulation, its energy and timing was added to the
list. Here, if timing of an accidental hit in the TMon data was within 10 ns from the hit timing from
simulation, these two hits were merged and regarded as a single hit, where timing of the earlier hit
and the sum of energies of the two hits were used.

5.4.6 Online trigger effect

In data taking, some selections were applied for triggering events at the online level. Since it was
not easy to reproduce these selections by the online trigger in the MC simulation, resultant trigger
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bias was evaluated with data and considered in the simulation. Related to the calorimeter, two
kinds of trigger selections were used in the data taking as described in Sec. 2.2.8 and Sec. 3.3; the
total energy (Et) cut and the Center Of Energy (COE) cut.

Bias of this online trigger was evaluated with data taken with lower online Et threshold and
shown in the left of Fig. 5.13. By setting the 650 MeV threshold for total energy of reconstructed
photons in the offline analysis, the bias was found to be small enough.

The online COE cut was applied only for the physics trigger data, and its bias was evaluated with
data taken with the normalization trigger data, where only the online COE cut was removed. The
bias of this trigger was basically removed by requiring the tighter condition for the a corresponding
offline variable, the “offline-COE” Rcog, which was defined as

\/(61301 + eaa)” + (e1y1 + eay)’

5.38
el + e ( )

Rcor =
The result of the evaluation was shown in the right of Fig. 5.13. Even for Rcog larger than the
nominal threshold of 165 mm as given in Table 3.1, trigger efficiency was still lower than 100%
although it was closer to 100% for a larger Rcog value. This was because the online COE trigger
decision used energy calculated as an integral of all the 64 samples and was affected by accidental
activities, which made the COE value smaller. To take this trigger bias into account, the threshold
for Rcog was set as 200 mm and simulation events were weight according to the value of Rcog as

the follows: .

1+ exp(—(Rcor + a)/b) ’
where a = 52.7654 mm and b = 174.999 mm.

(5.39)
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Figure 5.13: Evaluation of online trigger biases as a function of a corresponding offline value. The
left figure was for the online Et cut, where total energy of reconstructed photons in two-photon
events taken with the normalization trigger was compared between runs with the lower (black) and
the nominal (red) online Et threshold in the top panel and their ratio for each energy were shown
in the bottom panel. The right figure was for the online COE cut, where distributions of offline
COE values were compared between the all events (black) and those which would be accepted by
the online COE cut (red) were compared in the top panel. Two photon events with the minimum
bias trigger were analyzed. Again, the graph in the bottom panel showed their ratio for each offline
COE value. The red curve shows the fit function of Eq. (5.39), which would be used for efficiency
correction, where the solid line was the effective region of this function and the dashed region was
simply its extension. For the both figures, the threshold values of each offline variable was indicated
with a blue line.
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Chapter 6

Performance Evaluation of the Beam
Hole Photon Veto Detector

Preceding to the analysis of K; — 7%v¥ search, performance evaluation of the Beam Hole Photon

Veto (BHPV) detector by using beam data is described in this chapter.

6.1 Overview

As already mentioned, a high sensitivity search of K — 7% with an intense neutral beam requires

both high detection efficiency for Kj decay particles and tolerance against the high beam rate.
The in-beam photon detector, or BHPV, is a typical detector where such conditions are the most
severely considered. With ordinary photon detectors with a calorimeter type, it is difficult to handle
the intense neutral beam, or enormous amount of neutrons and low-energy photons accompanying
Kis, in terms of high counting rates for stable operation and large signal losses due to overveto
by fake signals coming from beam particles. Hence a new idea for this detector to overcome these
difficulties is necessary in order to achieve higher sensitivity for the K; — 707 decay. In the KOTO
experiment, as described in Sec. 2.2.6, lead-aerogel sandwich detector was adopted, which enabled
this detector to have high blindness to neutrons with high efficiency to high energy photons arising
from K decays. Since this kind of detector is the first trial to use aerogel for photon detection and
based on completely a novel concept, evaluation of its performance on photon detection had great
importance.

In this chapter, operation of this detector in the actual neutral beam during the period of the
KOTO physics data taking in May, 2013 is reported. It begins with basic property such as gains
and photoelectron yields of aerogel in Sec. 6.2. The methods of calibration to obtain these values
and their stability are reported. Performance of the detector in the neutral beam environment is
then examined in Sec. 6.3, followed by evaluation of photon detection efficiency using data taken
during the physics run period in Sec. 6.4 Future improvements are finally discussed in Sec. 6.5.
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Figure 6.1: Examples of one photoelectron wave-

form. Waveform of many LED events was over-  Figure 6.2: Example of fitting for a single photo-
laid and shown as a two-dimensional histogram. electron peak with Eq. (6.1).

The two vertical lines indicate integration range

for this channel.

6.2 Calibration and stability

6.2.1 Photoelectron calibration and its stability

As the number of photoelectron was used in veto decision, gain of a single photoelectron needed to
be measured to calibration outputs of the detector. Such measurement was done for all channels
with Light Emitting Diodes (LEDs), which were installed for each PMT as shown in Fig. 2.24.
Here, light intensity of the LEDs was adjusted so that the PMT observed O(0.1) photoelectron in
average. The data was taken with the same waveform digitizers as were used in the physics data
taking, and an example of waveform output in LED trigger events is shown in Fig. 6.1. Pedestal of
each event was obtained as described in Sec. 4.2.2 and an “ADC output” was defined as a partial
integral of obtained waveform after subtracting pedestal. The width of integration range was fixed
to 60 samples or 120 ns and its timing inside 256 samples of an event window was adjusted channel
by channel so that pulses from LEDs was completely contained. Finally, the distribution of the
partial integral was fitted with the convolution function of Gaussian and Poisson distribution:

10,
flo)y=NY E° L e (—(x —"Qpe = x0)2> ; (6.1)
n=1

n! 27‘(‘0’% 20’%

where N, x, i, 0y, Q1pe are a normalization factor, ADC output, a mean light yield of LED, width
of a n-photoelectron peak and gain of a single photoelectron, respectively. By using o¢ and o1pe,
which were width of peaks for the pedestal and single photoelectron, respectively, o, was defined

as o, = 4 /nafpe + 08. xo was a pedestal value obtained by fitting the partial integral defined above

for clock trigger events, which were taken without flashing LEDs. oy was also taken as a result of
the fitting and these were used as fixed parameters in fitting the LED data with (6.1). An example
of fitting is shown in Fig. 6.2.

Stability of single photoelectron gain during the physics run period was also studied. Measure-
ment of one photoelectron gain was performed run by run, where each run corresponded to one
hour data taking. Data was acquired in parallel with beam data taking as well as cosmic ray data
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Figure 6.3: Examples of single photoelectron gain history (left) and o of its peak (right). Results
for the channel 1, south side of the most upstream module are shown. A cluster of green markers
in the left (right) side corresponds to data in April (May) beam time. The range of horizontal axes
correspond to approximately one month. Blue points are data taken in parallel with cosmic data
acquisition and green points are based on data during the beam operation. The black lines indicate
fitting with a constant function.

taking when the accelerator was not in beam operation. Figure 6.3 shows an example of history of
measured single photoelectron gain (Q1pe in Eq. (6.1) ) and resolution of its peak (oipe in Eq. (6.1)
), respectively. Here, only runs with enough number of events and proper light intensity of LEDs
were analyzed for each channel ™. In data during the physics runs, events only in the off-spill period,
whose detailed definition is described in Sec. 6.3.1, were selected to avoid contribution from beam
particles. Stability during the beam on-spill timing is discussed also in Sec. 6.3.1. In this channel of
Fig. 6.3, data for the whole run period of one month including the physics data taking period was
available. The standard deviation of one photoelectron gain was 2.7% through the monitor period
and the gain was found to be quite stable during the data taking. The final calibration constant
was decided by fitting this history of one photoelectron gain with a constant function. Stability for
others channels was also examined. Figure 6.4 shows the standard deviation over mean value for
channels with enough data is available. Although LED light intensity was not adjusted properly
for all the 24 channels and there were several channels without enough data to evaluate stability 2,
gain during the run period was found to be stable within 5% in all the monitored channels.

6.2.2 Photoelectron yield of aerogel

The photoelectron yield against relativistic charged particles was measured to tune the photoelectron
yield in the MC simulation and monitor the stability of aerogel. Data in the beam muon runs as
described in Sec. 3.4.1 was used. Charged particle events were tagged by requiring hits in both
the BHCV and BHTS detector, each of which was located in the upstream and downstream of

"LAt least 5 000 LED trigger events were required and the mean observed photoelectron yield p' was needed to
satisfy 0.05 < p’ < 2.0 p.e. The y’ value was calculated from a ratio of pedestal events to the total number of LED
events with an assumption of Poisson statistics.

*2 This was due to lack of LED drivers and only 12 LEDs were available in this beam time. Hence only either of
two LEDs installed in each module was used and it was difficult to adjust light intensity properly for both channels.
Originally, longer beam time was scheduled and monitoring channels were planned to be switched.
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Figure 6.4: Result of single photoelectron gain stability for each channel. Data for three channels
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BHPYV, respectively as shown in Fig. 6.5. In addition to the above selection, hits in all the other
BHPV modules than that to be calibrated were required. This was to select only relativistic
charged particles, whose velocity was higher than that of Cerenkov threshold, and reduce velocity-
dependence of photoelectron yields. Here, the hit of a module was identified by observation of
photoelectron yield larger than 2.5 p.e. as a sum of the two channels of the module. Note that the
analysis in this section and Sec. 6.2.3 was based on photoelectron yield from an integral of all the
256 samples and constant fraction timing with the maximum point among all the 256 samples.
An example of photoelectron distribution for a module is shown in Fig. 6.6. The photoelectron
yield in each event was defined as a sum of those from the two channels in the module. The
calibration factor in the MC simulation was tuned so that the most probable photoelectron yield
agreed to that of the data in each module™. The result is shown in Fig. 6.7. The photoelectron
yields in all modules ranged from 6.6 to 8.6 and this could be also confirmed with the following
analytical calculation. The number of photons emitted in Cerenkov radiation is written as

AN  a 4 . o
oAb = 7ot Sin 9, (6.2)

where energy of emitted photon is taken as a variable in Eq. (5.37). Considering efficiency of photon
detection, observed number of photoelectrons, denoted as N,y is expressed as follows:

T
Nops = 2,2 sin29/ /e(a:,E)dxdE, (6.3)
he 0

where T is thickness of aerogel and T = 5.9 cm and «//(hc) = 370 eV~tem~!. Dispersion of aerogel
was neglected in Eq. (6.3) and sin? § does not depend on photon energy. For n = 1.03, sin? 6 = 0.057.
€(x, F) is photon detection efficiency including photon scattering in aerogel, reflectance by mirrors,
and quantum efficiency (Q.E.) of PMT. This was decomposed as

E(ﬂf, E) = erefescat(va)eQ.E.(E)a (64)

*3This tuning was performed using data of beam time in March, 2013.
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Figure 6.5: Layout of the downstream detectors.

where each factor represented losses in reflection by mirror, scattering in aerogel, and Q.E. of PMTs.

Survival probability by scattering in aerogel was given as exp (—TX”:) for photons generated at

position x, where A was scattering length and given e, is given as 0.65 *. Using catalog values
for the PMT Q.E., energy and position integral of € is obtained as 0.515 eV-cm. Finally, Eq. (6.3)
gives 10.9 photoelectrons for n = 1.03 as an expected number of observed photoelectron yield
against relativistic charged particles. Considering calibration factors, this number well agreed to
the observed photoelectron yield.

Stability of the photoelectron yield during the run period was also examined. The result is
shown in the left of Fig. 6.8. Any significant decrease or increase of photoelectron yield was not
observed. More quantitatively, stability for each module was evaluated by calculating standard
deviation over mean. This value are shown in the right of Fig. 6.8 and is found to be smaller than
5% for all modules. From these observations, the conclusion was obtained that aerogel used for this
detector worked properly in the physics data taking period without any serious damage even under
a hard radiation environment.

6.2.3 Timing calibration

The timing offsets difference among channels, which derived from various matters such as difference
in PMT transit time and cable length, needed to be correct in order to get better timing resolution.
Such correction values, referred to as timing calibration constants, were measured by the beam
muon runs. The event selection was slightly different from that for aerogel light yield measurement
in the previous section. Coincidence of hits in two BHCV module in the same vertical position
was required. in order to ensure that a tagged charged particle passed around the center in the
horizontal direction, For the selected events, distribution of timing difference between two channels
for all the possible pair is obtained and it is fitted with a Gaussian. The fit mean value and its

"4 Assuming twice reflections at the flat mirror (85%) and the Winston cone (85%) as well as transmittance of a
polyvinylidene chloride sheet located just downstream of aerogel tiles (90%).
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of observed photoelectron yield in upstream six modules. Dashed lines are fit results with constant
functions. The left one shows its standard deviation over mean value for all modules.

error for the channel pair of ¢ and j were denoted as t;; and At;;, respectively. Then, the timing

calibration constant for each channel, denoted as t;, was calculated so as to minimize the following

N

2

=2 (A(tt;@ ;Tg? y @Tcs(];ilzgw?‘ (6:5)
i>j i )

TOF;; is the Time Of Flight between two modules corresponding to the channel i and j, which
was calculated by assuming velocity of charged particles to be § = 0.985 £ 0.015. Detail of the
flight length is described in Sec. 4.4.3. Error of TOF;;, written as 6TOF;;, was calculated as a
quadratic sum of alignment error of 1 mm and that of 5. JBHCYV is time of light propagation for
9 mm region of two overlapping region. An example of result of minimization is shown in Fig. 6.9.
Here, minimization was perfumed by Minuit package in ROOT. The minimized x? value in the
example was 19.52 for the number of degree of freedom 23 and a typical error for each parameter
is around 25 ps. This x? value means good convergence of the minimization process and indicates
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Figure 6.10: Results of timing calibration for all channels. The left figure shows history of selected
six channels. Each color correspond to history of one channel and yellow color is one of the three
channels with discontinuous shift. The right one shows standard deviation value for all channels.

the calibration constants were calculated properly with this method. In addition, the error value
was much better than timing resolution of this detector, ~500 ps and the detail will be discussed
later, and shows enough precision of this calibration method.

This timing calibration was performed in every muon run and stability of the calibration con-
stants was examined. Example of history for several selected channels is shown in the left of
Fig. 6.10. In three channels among twenty-four, discontinuous shifts were observed as shown in the
yellow points in the left of Fig. 6.10. This shift was considered to derive from ADC operation since
width of this shift was consistent with exactly 2 ns or one sampling interval and this shift occurred
after updates of firmware in the corresponding ADCs. Although the real cause was not specified,
correction of exact 2 ns or one sampling interval gave constant timing offset value, and the standard
deviation value of all the muon runs got smaller than 35 ps. Stability for other channels were eval-
uated with the standard deviation value of history and result for all the channels are shown in the
right of Fig. 6.10. With the correction, timing offset values were found to be stable within 40 ps.
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6.3 Operation under the intense neutral beam

In this section, performance was evaluated with data taken during the operation in the real neutral
beam.

6.3.1 Output stability

During the beam operation, counting rates were very high and these could cause instability of
operation of the PMTs. To examine such effect, PMT outputs with LED flashing were compared
during on-spill and off-spill timing and their difference was studied. The on-spill and off-spill
timing was distinguished by timing inside each spill cycle as shown in Fig. 6.11. As contribution
of accidental hits was not negligible in the on-spill LED data, its effect was subtracted by using
clock trigger data without flashing LEDs. Defining Qi‘fm and Qgﬂ)ck to be ADC outputs, which
was calculated as described in Sec 6.2.1, in LED and clock trigger data during on-spill periods,
respectively, and QLED and Q°ff « to be corresponding values during off-spill timing, following
quantity was defined:

cloc

fI)Jr]lED — Q(c)lr(l)ck (6 6)

if]l;)D - lefgck. .

This ratio indicates deviation of PMT outputs during the on-spill timing. Here, QLED, Q
QLED, and chock were obtained as a mean value of each distribution.

This ratio was calculated for every run and every channel. An example of a certain channel is
shown in the left of Fig. 6.13. Most points distributs around 1.00 and gain deviation during high
rate period of beam on-spill timing is small. As a measure of stability, the mean value of these ratios
were evaluated for other channels. The result is shown in the right of Fig. 6.13. Here, only data with
photoelectron yields large enough for the stability evaluation was used. The photoelectron yield,
calculated as QE%D /Q1pe, was required to be larger than 0.5. An average value of photoelectron
yield for each channel is also shown in the right of Fig. 6.13. As a result, PMT gain deviation in
on-spill timing was as small as around 1% for monitored channels and the detector was operating
properly even under the high rate environment.

clock?
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Figure 6.13: History of on-spill and off-spill output ratios. The left figure shows an example of the
history for channel 0, north side of the most upstream module. The cluster of points in the left (right)
side corresponds to data in April (May) beam time. The black line is a fit result with a constant
function. The right one is a mean value of the ratios for each channel. An error bar indicates its
standard deviation. Photoelectron yields during the monitor period are also presented with blue
lines, where their center and half length indicate mean and standard deviation, respectively.

6.3.2 Single counting rate

To understand the operation of the detector during the physics data taking, its single counting rate
was evaluated and compared with results from MC simulations. In the measured data, events taken
with the TMon trigger and the clock trigger as described in Sec. 3.3.5 were used for the counting
rate evaluation. Since the TMon trigger was issued with a rate proportional to an instantaneous
rate of the beam, counting rates measured with this trigger were close to those in the physics trigger
events. One the other hand, the clock trigger was insensitive to the beam time structure and hence
data taken with this trigger was used to compare the measured rate with simulation expectation.
For both trigger types, On-spill events were selected as shown in Fig. 6.11, and the number of pulses
in specific 50 ns range was counted for each channel. Threshold for photoelectron yield was set as
2.5 p.e. Finally, the total number of pulses over events was normalized with the number of all events
analyzed to obtain a counting rate for the channel. The number of coincidence with three or more
modules was also counted with the same way.

In the simulation, results of the beam line simulation [60] were used as inputs for the KOTO
detector simulation. In the beam line simulation, interaction of primary protons in the target and
transportation of the secondary particles through the collimators were simulated. Particles which
reached the exit of the second collimator, mainly -, neutrons and Ky, were collected and used as
incident particles of the following detector simulation. Since the simulated flux of Kj was known
to be inconsistent with measurements, K incident events were weighted with a factor of 1.76 in
the simulation to fit the measurement result [63, (64]. Although the real target was made of gold,
the platinum target was used in the beam line simulation as described in Sec. 2.2.4.

Data/MC comparison of single counting rates for all the channels as well as the coincidence rate
is shown in the top of Fig. 6.14 and a ratio of the observed rate with the clock trigger to the MC
expectation for each channel is in the bottom of Fig. 6.14. The data was taken with dedicated runs
where trigger decision was made only by clock or TMon signals in order to avoid effect of dead time
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Table 6.1: Fluxes of particles with the 9-cm-thick absorber with the beam line simulation. The
scale factor for Ky to fit the simulated yield to the measured value with the 9-cm-thick absorber
was assumed to be the same with that in case of the 7-cm-thick absorber.

Particles Flux for 2.0 x 10!* P.O.T. Ratio to 7 cm absorber
v (> 1 MeV) 8.31 x 10% 0.38
v (> 50 MeV) 7.55 x 108 0.55
neutron (> 1 MeV) 1.10 x 10? 0.79
neutron (> 1 GeV) 1.33 x 108 0.83
K 3.69 x 107 0.88

due to °. The beam intensity was 24 kW and the photon absorber with the nominal thickness
of 7 cm was inserted. The simulation result showed beam photons dominantly contributed to the
counting rate and the largest difference between the measured and expected rates was 60%, where
the clock trigger data was used for the rates by the measurement. This difference was reasonable
considering the beam line simulation involved hadronic interactions in the target with protons and
there would be large uncertainty in fluxes and spectra. Distribution of the number of coincidence
modules is shown in Fig. 6.15. Even the distribution ranged over several magnitudes of orders, the
MC agreed to the data within a factor of 2.

There existed a factor of 2.4 difference between measured rates with two types of triggers.
Since the TMon trigger was made with a rate proportional to as instantaneous beam intensity, this
difference meant non-uniformity of the spill time structure. The ratio was found to be consistent
with an inverse of duty factor provided by the hadron beam group and such time structure was well
measured by this detector.

Counting rates with a different beam condition were compared. Figure 6.17 shows results of
counting rate ratio with the thicker photon absorber of 9-cm length and the default one. Quantita-
tively, beam photons were expected to be reduced drastically compared to hadrons, namely neutrons
and Ks thanks to relatively short radiation length compared to hadron interaction length of the
absorber material, lead. This is shown in Fig. 6.16 and Table 6.1. The number of low energy pho-
tons, which mainly contributed the BHPV single counting rates, was reduced to less than half while
neutron and Kj components decreased only by 10 — 20% independently on their kinetic energy
or momentum. Counting rates measured with the two kinds of the photon absorbers under the
same beam intensity of 15 kW were compared channel by channel. As expected, the single rate was
decreased to 35% in the upstream modules as shown in Fig. 6.17 and this was almost consistent
with the simulation expectation shown in Table 6.1. This fact showed the counting rate of this
detector when placed in the neutral beam was dominated by the photon component, not neutron
and indicated that the detector was well blinded to neutrons as expected for the upstream module.
Although rate ratios for downstream modules of the data were larger than simulation expectations,
they were still smaller than 0.8, or expected flux ratio of neutrons and neutrons did not contribute
dominantly for these modules.

Finally, absolute measured rates were evaluated with respect to influence to the experiment.

*5These triggers were mixed in regular runs for physics data and data taken with such a condition was also available
for this analysis. However, counting rates measured using these trigger suffered bias due to the dead time of the Level
2 trigger system as described in Sec. 3.3.1. Since this dead time occurred more frequently with higher instantaneous
rate, events with lower rate were triggered more often and observed counting rates were evaluated to be smaller.
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bins, smaller channel numbers correspond to up-
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ule.

High counting rates can cause instability of PMT operation and large signal loss due to overveto.
In order to evaluate the former issue, average ADC counts in the random trigger events were
converted to average output current as follows

Vinax ZQEE()] a;
1= N
Gig 2 ( 256 )V

where Vinax and n are voltage and the number of bits for the full range of the ADCs, respectively,
Z was the input impedance, a; (i =0,1,---,255) was an ADC count after subtracting pedestal, N
was the total number of events, and € was a small correction factor to take an attenuation effect by
cables into account. Each variable was given as Vipax =2V, n =12, Z =50 Q and ¢ = 1.21. A
calculated current value with Eq. (6.7) for each channel is shown in Fig. 6.18. As the PMT base
current was 1.4 mA for all channels, ratios of this value to the output anode current for all the
channels were larger than a factor of 35 and satisfied the requirement of the minimum value of 20,
which was needed for proper operation [104].

The signal loss was evaluated with the rate of coincidence. Using coincidence rate of 2.8 MHz,
which was measured with the TMon trigger and shown in Fig. 6.14. Assuming length of veto
window to be 15 ns, which would be used in K; — 707 analysis in the next chapter, signal loss
was estimated to be

(6.7)

1 —exp(—(2.8 MHz x 15 ns)) = 4.1%. (6.8)

Although more realistic estimation, where correlation with other detectors should be considered,
was needed, the loss was found to be small enough in K; — 7907 search.
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Figure 6.16: Ratios of beam particle fluxes with  Figure 6.17: Comparison of counting rates with
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thick one for various energy or momentum re-

gion. Only contribution from Kj was measured

in units of MeV /c and others were measured with

the MeV unit.

6.4 Evaluation of response to high energy photons

Finally, response of this detector against incidence of high energy photons was evaluated. For this
purpose, the K7, — 37° decay with one missing photon, part of which hits the BHPV detector, was
tagged by requiring five clusters on the calorimeter. Below, procedures to reconstruct such events
are described and the photon detection by this detector is demonstrated. The remaining sections
are dedicated to more quantitative discussions, where reproducibility of the MC simulation and
detection efficiency were evaluated together with their systematic uncertainty.

6.4.1 Reconstruction of K; — 37" with five clusters on the calorimeter

Reconstruction of K mass

For the selection of events mentioned above, K mass was reconstructed from the five clusters on
the calorimeter assuming each of these cluster came from five among six photons in K7 — 37° — 6
decays. Though basic methods of reconstruction were similar to that in case of reconstructing Kp,
from six clusters as described in Sec. 4.3.4, there were several points to be considered due to the
difference in the number of 7% available to determine the K, z vertex. Thus, detailed procedures
for calculation of K7, z vertex position were as follows:

1. select four among the five clusters to make two pairs of clusters

2. reconstruct two 7% for each pair of two clusters assuming = and y vertex to be zero to obtain
its z vertex position

3. calculate z vertex position of the parent K;, as a weighted average of the above vertex positions

4. apply the processes 1.-3. for all the 15 possible combinations of clusters

6 Strictly speaking, as two solutions of 7° vertices could exist for each photon pair, 2 x 2 x 15 = 60 patterns can
exist at maximum.
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Figure 6.18: Average output current calculated from ADC data.

5. select the “best” combination among all combinations in the process 4.

6. make corrections for energies and positions of five clusters based on the K, z position obtained
in the process 5.

7. apply all the above processes with the updated five clusters in the process 6. again

Here, the two 7%s which were reconstructed from four out of the five clusters were assumed to share
their vertices. The selection of the “best” combination in the process 5. was based on the z-vertex
x? as was defined in Sec. 4.3.4.

As the next step, 3-momentum of the missing v was reconstructed based on the z vertex position
of the parent K, obtained above. Below, the number of 1-5 was assigned for each of the five photons
on the calorimeter like 71, 2, - - -, 75 and the number 6 was assigned for the missing v, which did
not hit the calorimeter. 75 was for the cluster which was not used in the reconstruction of the
two 7Ys. Additional assumptions were introduced for this reconstruction process. First, transverse
momentum of the parent K was assumed to be zero in order to get x and y components of v from
the following equations:

6

P 0 = ) pia (6.9)
=1
6

Py~ 0 = > piy, (6.10)
=1

where P, and P, are x and y momentum of the parent K, respectively, and p, ;, py; were those for
the photon with the number of 7. Since p; , and p;, for i =1-5 were obtained with the K, z vertex,
Do« and pg, were determined. The remaining unknown parameter, 2 momentum of the missing ~,
P62, was calculated through an assumption that an invariant mass of 5 and ¢ gave the 7° mass
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M 0. Then, following equation was obtained:

- B Y R

J=xy,2
= (es+e)”— Y (05 +ps;s)
J=zy,z
= (es+ \/p%,x +0d, +02.)" = > sy +p6s)” (6.11)

1=x,Y,2

here, F’3 and P ; represent energy and momentum x, y or z component of the third 70, respectively,
and e; is energy of the i-th photon. Equation (6.11) eventually gives a quadratic equation of pg .
when the 7¥ mass is assumed and easily solved. Finally, the invariant mass of the K, was calculated.
However, two solutions appear from Eq. (6.11), where one with larger (smaller) pg . is referred to
as “forward” (“backward”) solution and the corresponding reconstructed K mass was denoted as
M[fgzward (M}}aLCkward). In principle, this ambiguity is solved by selecting the solution which gives
the proper Ky mass although poor mass resolution makes their separation difficult. The detail is
discussed in the following.

Event selection

Several cuts on energy and hit position of reconstructed photons were applied to ensure quality of
the reconstruction in advance. They are summarized in Table 6.2. According to MC simulations,
forward solution was always correct in events with 74 in the geometrical acceptance of BHPV,
referred to as “BHPV events.” Hence further selection was applied based on reconstructed Kp,
masses Mf‘g;ward and M}'}afkward calculated above, to identify K7, events and to to reduce backward

solution events. Events with M;?;“’ard around the the nominal K mass (~500 MeV/c?) were

positively selected while ones with Mlb&"kward around the Kj mass were removed. Concrete cut
range was optimized so as to maximize the following Figure Of Merit (FoM) in the MC simulation:

N
BHPY /Nemupy. (6.12)

Ntotal

Here, Niota and Npgpy are the number of events after cuts on reconstructed K; mass and BHPV
events among them. This FoM represented a product of an inverse of statistical precision and a ratio
of events with BHPV events to those which passed all event selection. Figure 6.19 shows distribution
of Npupv/Niotal and Npgpy for various cut ranges of M;‘()zward and M}'}a;kward. As seen in the figure,
tighter cuts which reduced the number of BHPV events were required in order to obtain larger ratio
of these events. As an optimum point with the maximum FoM defined in Eq. (6.12), cut range
was determined as follows: 480 <M§§£V"ard <570 MeV/c?, MI][’(&LCI‘W&”rcl <480 MeV/c? and 525 MeV /c?
< M;%aLckward'

Distribution of reconstructed K; mass

Figure 6.20 shows the Mfgzward distribution after the above selection except for the cut on Mf?iward
itself. The MC result was normalized so that the number of event after all the selection cuts including
M;?;W&“d cut was the same with that of data. Excellent reproducibility of the MC was confirmed
though the peak position was slightly shifted from the nominal Kj mass. This shift was derived
from incorrect photon combination in a large number of events. As a reference, reconstructed K,
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Table 6.2: List of event selection cuts for five v analysis.

total 5 v energy >650 MeV

7 energy >50 MeV

~ hit position >120 mm in square,
<850 mm in radius

distance from the dead channels >53 mm

rec. K1, mass with forward solution 480 <Mjf‘§£ward <570 MeV/c?
rec. Ky, mass with backward solution M}’&Ckward <480 MeV/c?,
525 MeV /c? <M packward

)
=
[

o
R
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Q
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a1

Raito of BHPV events
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0.025]

e o . Ix10
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Number of BHPV events

Figure 6.19: Distribution of the number and portion of BHPV events for various cut condition of
M[fgzward and M}'}a;kward. Each dot corresponds to one cut set of Mf?iward and M}}afkward. The red
star indicates the point with maximum FoM.

mass distribution in six-cluster events is presented in Fig. 6.21. The same event selection as in
Table 6.2 except for the K, mass cuts and the same normalization with the five cluster sample were
applied. Although a slight deviation of the K mass peak position was seen between the data and
the simulation, the numbers of events around the peak region were consistent within the statistical
uncertainty of 0.5%.

Hit timing in BHPV

The reconstruction procedure of BHPV hit timing using calorimeter timing is already described in
Sec. 4.4.3. The distribution is shown in Fig. 6.22 as well as that obtained in the six-cluster sample.
Here, a hit was identified as coincidence with three or more hit modules. In case of the six-cluster
events, all photons from the K; — 37° decay hit the calorimeter and no activities associated with
the calorimeter hit but only accidental hits were expected. On the other hand, in case of five-cluster
events, a missing photon can hit the BHPV detector and a hit at the calorimeter timing is expected
in addition to the accidental hits. Such distribution was actually observed as seen in Fig. 6.22: a
clear peak existed in the distribution obtained from the five-cluster sample while no such structure
was seen in the six-cluster sample. The periodic structure seen in the both distribution stems from
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Figure 6.20: Distribution of legzward. Figure 6.21: Distribution of reconstructed K,

mass from six cluster events.

the “transverse RF” signals applied in the accelerator for improvement of a duty factor of the beam.
This RF signal, with frequency of ~47 MHz, forms bunch structure in the primary proton beam
[103] and gives the periodic structure in the hit timing distribution of BHPV.

To subtract the accidental activities, distribution of one-bunch earlier events were used. The
comparison and result of subtraction is presented in the top and bottom of Fig. 6.23, respectively.
Both distributions showed the excellent agreement in the tail region and a clear peak remains,
which correspond the signal coming from photons in K7 — 37° decay. Timing resolution, which
was evaluated with the Gaussian ¢ was found to be as good as 0.59 ns.

From the above discussions, capability of photon detection by the BHPV detector is successfully
demonstrated. The following sections are dedicated for more quantitative performance for high
energy photons.

Understanding of time structure of accidental hits and validation of its subtraction
In the discussion of the previous paragraph, components derived from accidental hits were subtracted
using events in the earlier bunch™”. The validity of using these events was examined using data
samples of the K; — 370 decay. At the first step, timing structure due to the transverse RF
was examined. Assuming the primary protons to form a ideal bunch structure, or periodic delta
functions with frequency of 47 MHz, hit timing in BHPV would be different between photons which
directly came from the target and those from K decays due to difference of Time Of Flight between
photons and Kps. This time difference was named ATOF and defined as

ATOF = (Lbeamline + thx)/c X (1/5 - 1)7 (613)

where Lpeamline = 21507 mm was distance between the target and the upstream edge of FB, and ¢
and [ were the speed of light and a ratio of one for a Ky, to ¢. Since the main contribution in BHPV
hits derived of beam photons from the target as discussed in Sec. 6.3.2, broad peaks mentioned as
accidental hits in Figs. 6.22 and 6.23 were expected to come from such beam photons and they
corresponded to bunch timing as the speed of photons was always constant. Hit timing in BHPV

“"The “bunch” used in this paragraph was what was made by the transverse RF mentioned in the previous paragraph
and was different from what appeared in acceleration of the primary protons in Sec. 2.2.1.
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Figure 6.22: BHPV hit timing distribution in  Figure 6.23: (top) Comparison of BHPV hit tim-
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traction. The green line is the fit result with a
Gaussian.

was defined with respect to that determined by the calorimeter, hence timing difference should exist
between hits from beam photons and K decay photons. This is confirmed in Fig. 6.22 or the top
of Fig. 6.23: there was seen a finite difference between the peak timing for the broad one and the
sharp one, each of which derived from the beam photons and ones from the target, respectively.
The interval of ~2 ns was also consistent with an expectation from simulations. More quantitative
confirmation was possible, where K; — 37% decays were reconstructed and ATOF was calculated
using reconstructed K, energy Eg, and z vertex position Zyix as

E2
ATOFrec - (Lbeamline + thx)/c X ( ﬁ - 1) . (614)
K, — MK

As another advantage of this event sample, all the photons from the parent K7, hit the calorimeter
and no activities associated with the K decay existed, which enabled pure observation of beam
particles. The left of Fig. 6.24 shows timing distribution of BHPV > modules coincidence in all
K, — 31 events ® with and without event-by-event ATOF correction, where the correction meant
to add ATOF,e. to BHPV coincidence timing. Width of the peaks with this correction got shaper.
Events were categorized by ATOF .. values with 0.5 ns step and peak timing was examined as
a function of ATOF,e.. Correlation of observed peak timing and expected timing from ATOF,e.
values is shown in the right of Fig. 6.24. Obtained peak timing if found to change linearly to
ATOF .. and the slope of the fit line is closed to 1. These analysis demonstrated that ATOF was
properly reconstructed in the K7 — 37" events and beam timing structure arising from ATOF of
beam particles was well understood. They also proved that the intrinsic timing width of bunches
due to the transverse RF was given as that of the peak in the right of Fig. 6.24 divided by /2 and
would be ¢ = 1.8 ns, considering that both triggered Ks and observed beam particles should suffer
timing fluctuation.

“#1n this analysis, trigger types were not distinguished.
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Figure 6.24: Timing distribution of BHPV modules coincidence in K — 37° events (left) and
correlation of expected and observed peak timing for each of given ATOF,. regions (right). The
dashed (solid) histogram in the left panel is for distribution before (after) correction with ATOF ¢
and the red lines are Gaussian fitting for each peak. Width of fitted peaks for the central one in
each histogram is given as their ¢ values in the legend. Blue lines and arrows with labels for the
solid histogram are for the following analysis in Figs. 6.25 and 6.26, where “A;” “B” and “C” are
labels for each bunch and “1” - “4” for timing inside each bunch. In the right figure, the expected
timing is given so that timing of the most left point is the same value with the observed timing.
The blue line indicates a line with slope equal to 1.

As the second step, energy spectra for various timing were compared in BHPV as well as BHCV.
Again, K; — 37° samples were used and distribution of the number of coincidence modules in
BHPYV or energy in BHCV corresponding to each timing region shown in the right of Fig. 6.24 was
compared. Figure 6.25 is comparison of distribution inside a bunch cycle, label as “B” in the right
of Fig. 6.24. Observed spectra showed significant difference for each region. Distribution for BHCV
showed an interesting characteristic, where larger energy components contributed more in the valley
and earlier tail region, labeled as “B-4” and “B-1" in the right of Fig. 6.24, corresponding to large
ATOF or slow particles. This could be interpreted as increase of contribution from slow neutrons
compared to photons. In Fig. 6.26, such distributions for different bunch cycles were compared.
The fit result for all the ratio graphs in Fig. 6.26 were consistent with 1 within 3% and the detector
response was found to be identical for the same timing inside each bunch with this precision. These
results showed accidental hits were stable bunch by bunch and the method of subtracting accidental
components using a one-cycle earlier bunch was well validated.

6.4.2 Response to high energy photons

From the selected data, response to high energy photons was evaluated by using the result of MC
simulations. Events within +7.5 ns from the peak in Fig. 6.22 or Fig. 6.23 were selected and vari-
ous distributions were compared between the data and MC. In order to remove contribution from
accidental hits, the same distribution of events for one-bunch-cycle earlier timing was subtracted in
the analysis of measurement data as was done in Fig. 6.23. For the MC distribution, timing struc-
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Figure 6.25: Comparison of distribution of coincidence modules in BHPV (left) and energy in
BHCV (right) for different timing region in a bunch cycle. In both of the left and right panel, all
the histograms in the top parts are normalized so that the total integral would be 1 Ratios of each
histogram to that for Region 1 are shown in the bottom part, each of which was fitted by a constant
function and the fit result is in the legend.

ture of accidental hits due to the transverse RF was not considered and corresponding distribution
with accidental effect does not reproduce that of data, although accidental overlay is necessary to
consider “fusion effect” in confidence identification, where hits by a true photon and accidental hit
are identified as a single coincidence hit. However, by applying the same procedure with data, con-
tribution from true photons hits was extracted. An example for distribution of total photoelectron
yields is shown in Fig. 6.27. Even though there was discrepancy between those of the data and
MC before accidental subtraction as in the left panel, those after subtraction agree well as in the
right of the figure. Other distributions after accidental subtraction are presented in Fig. 6.28 and
Fig. 6.29. Again, the MC well agrees to the data. Reproducibility of accidental overlay in the MC
is considered as a source of systematic uncertainty and described in Sec. 6.4.3.

To make quantitative discussion concerned to photon detection efficiency, the number of events
with a large photoelectron yield were compared between the data and MC. As seen in Fig. 6.27,
most of events with a total photoelectron yield larger than 200 come from hits by photons with
energy greater than 1 GeV, where the fraction of such events was 90.3% from the MC simulation.
Agreement of the numbers of such events between the data and MC is hence a good indication of
understanding and reproducibility of the response to high energy photon in the simulation. Now,
n value is defined as n = N, d>a2t20pe /Nﬁémp ¢, where N, (ﬁgo;)e and Nl\jémpe were the number of events
with photoelectron yield larger than 200 in data and MC, respectively. If this value is close to 1,
it indicates the detector worked as expected in the MC simulation. By integrating histograms in
Fig. 6.27 for photoelectron yield larger than 200, it was found that

n = 1.025 £ 0.050 & 0.068, (6.15)

where the first and second error were statistical and systematic one. Methods of estimation for the
systematic errors are explained in the next section. The obtained 7 value was consistent to 1 within
the errors and this fact indicates the detector owned expected detection efficiency to high energy
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Figure 6.26: Comparison of distribution of coincidence modules in BHPV and energy in BHCV for
the same timing for different bunches. The top four panels are for BHPV and the bottom two are
for BHCV. In BHPV, distribution for each of four region is compared and that for BHCV, Region
2 and 3 was compared. Here, histograms are not normalized by their entries. In the bottom part
in each panel, ratios to the histogram for Bunch A are shown.
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Figure 6.27: (left) Distribution of total photoelectron yield before accidental subtraction. (right)
Their subtraction.
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photons.
The concrete value of the efficiency was now estimated below. It was defined as
>1GeV >1GeV >1G \%
datae Ndat ¢ / true, 1?’1c1dent (616)

; ; >1GeV >1GeV
was estimated from the 7 value obtained above, where Ng " ( frue inci dent) Was the number of

events with ~¢ detected by (incident in) the BHPV detector, when their energy was larger than

1 GeV. Now, we assumed
N>200p.e N>200p .e.

data (6 17)
>1GeV >1G vV :
Ndata ¢ NMC ¢
and evaluated N, ?éeGlen\(;dent with the simulation (Nﬁé(iizdent) Eq. (6.16) would be then changed as
follows:
>1GeV o (NLGeV >200p.e. \ \r>200p.c.y /Ar>1GeV
6datae - ( © / N MC data ) MC, 1f1c1dent
= ef/IlCGev X 1 (6.18)
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Table 6.3: List of systematic uncertainties.

Error source Percentage error
K momentum spectrum %
Beam position 0.145%
Calorimeter energy resolution 0.489%
Calorimeter position resolution 4.975%
Detector alignment 1.503%
MC reproducibility on BHPV

Total photoelectron yield 3.693%

Number of coincidence modules 0.895%

Coincidence timing 0.063%
Total %

Efficiency in the MC simulation, written as ef/IICGeV, was calculated as 0.938 £ 0.002(stat.). Here,
the inefficiency of around 6% mainly came from photon punch-through probability, which was
given by the total thickness of lead converter, and would be reduced by adding modules to get
enough converter thickness. From Eq. (6.18), efficiency for high energy photons was obtained as

e526eV = 0.962 £ 0.046(stat.) £ 0.064(syst.).

6.4.3 Systematic errors

Since extraction of the n value or efficiency ejaltg’ev defined above relied on outputs from the MC
simulation, its validity needed to be evaluated ant the uncertainty should be taken into consideration.
The obtained yield of events with large photoelectrons would be proportional to a product of photon
detection efficiency and geometric acceptance of 44 in BHPV, each of which was denoted as e>1G¢V
and p~1GeV. The geometric acceptance p~'G¢V was defined as a ratio of the number of events
where v with energy of >1 GeV was going in the BHPV direction to the total number of events
with event selection. This value was estimated through the MC simulation and its uncertainty was
directly translated that of n or eiltg’ev. Contributions from various sources which possibly affected
the p~1G¢V value were estimated by shifting each condition within its uncertainty in simulations.
Relative deviation of p~1G¢V was considered as a systematic error for the source. Calculation of
the n value also used simulation outputs and the validity should be taken into account. This
was achieved by comparing cut efficiency in BHPV variables between data and MC. Results of all
systematic uncertainties are summarized in Table 6.3 and the detail of estimation methods for each

error source is described below.

K; momentum spectrum
The p~1GV value has strong dependency on incident Kj, momentum as in Fig. 6.30 and changes
of the momentum distribution can have influence to p~1G¢V. Deviation of the p~1G¢V value due to
this effect is estimated and considered as a systematic error.

As is already mention in Sec. 5.2.1, the momentum distribution of incident K, was parametrized
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with four parameters and written as follows:

(p— p)? )
2(o0(1 = (A + Sp)(p — )2

where p denotes incident K7 momentum in units of MeV/c and @’ = (p, 09, A, S) is a parameter
vector. A set of the original parameters given in Egs. (5.2)-(5.5) is written as ap. These parameters
were slightly shifted within their uncertainty and deviation of p~1G¢V value from that with the orig-
inal parameter was examined. In this process, a new value of p~1%¢V was calculated by “reweighting
method” instead of repeating simulations with the new momentum distribution. For a new set of
parameters @, a ratio of a K, yield to that with the original one was given as f(p, @)/ f(p, ap) for each
momentum. Defining g(p, ap) as momentum distribution for events after the selection in Table 6.2
and h(p,ag) as that for events with 4 in geometric acceptance of BHPV, the new acceptance value,
denoted as p~1G¢V (@), is given as

>1GeV(C—L») _ f h(p, a_é)f(pv a)/f(p7 a_('))dp

f(p,@) = exp(— (6.19)

p = - - = ) 6.20
T 9(p.a0) F(9.)/ £ (. 0)7lp (620
where the original acceptance value p~1G¢V = p>1GeV(45) is given as
h(p,dp)d
p>1GeV _ J hp, ao)dp (6.21)

~ [g(p,ap)dp’

from its definition. The distributions of ¢g(p, ap) and h(p, ap) correspond to blue and red histograms
in the top of Fig. 6.30, respectively.

In creating the new momentum spectrum, the four parameters were smeared by assuming a
Gaussian considering their correlations. The error and covariance values were given in the following
variance-covariance matrix V:

0.000810964 —0.000430554 —0.000634841 —0.000616456 0.0000534209
—0.000430554 0.0014402 0.000629142 0.00133248  —0.000170238
V =1 —-0.000634841 0.000629142 0.00103403 0.00126643  —0.000127379 (6.22)
—0.000616456  0.00133248 0.00126643 0.00216038  —0.000264671
0.0000534209 —0.000170238 —0.000127379 —0.000264671 0.000035702

These derived from analysis of measurement data taken with spectrometers as well as the calorime-
ter, which was used to determine the original parameters [100)].

The above process is repeated 107 times and distribution of relative deviation of p~1GeV to its
original value, (p~16¢V(a)/p>1GeV —1), is shown in Fig. 6.31. The final systematic uncertainty value

was determined as 1o = 68.27% region in this distribution and was +1.35%  As an error for n or

-1.7% -
egalgev’ these intervals were inverted since these values were calculated as ratio of the number of

events in data to that in MC simulations, and p~'G¢V is proportional to the denominator.

Beam position

K7 in a different position inside the beam could have different acceptance of 4 as is illustrated
in Fig. 6.32. If there existed overall shift of the beam compared to the expected position, this
could affect the p>1GV value. This uncertainty was estimated through reweighing method, but in
a different way from one in the estimation due to K; momentum spectrum. Two kinds of position
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Figure 6.30: (Top) Distribution of incident K7  Figure 6.31: Relative deviation of p>%¢V due to
momentum for events after event selection and uncertainty of K; momentum distribution. The
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BHPV. (Bottom) Momentum dependence of g

geometric acceptance.

acceptance as a function of an incident K position were defined for each of the x and y directions.
The first one, named acceptance A, is an event number ratio of those after the event selection in
Table 6.2 to all the simulated events and the other one, name acceptance B, is for events with
76 in the geometric acceptance of BHPV. Figure 6.33 shows these acceptance functions for the x
and y directions. Each functions was fitted with a Gaussian as in Fig. 6.33. Fit function for the
acceptance A (B) is denoted as f(x) (g(z)). Using the distribution of incident K, position at the
collimator exit, F'(z) and the number of K, yield there, yields with the nominal beam position for
each category, written as Np and Ng, are calculated as follows:

Na = / F(2)f(x)dx, (6.23)
Np = /F(m)g(a:)dx, (6.24)

and geometric acceptance is given as Ng/Na. Calculation of expected geometric acceptance with a
beam shift dz, denoted as p/(dx), was then performed using fit functions f(x) and g(x). The reason
to use the fit functions is to make an acceptance value for an outside of the original beam profile
available, which is required to estimate acceptance with a beam shift. An expected acceptance value
of p'(dz) is then given as

[ F(z—dx)g(z)dz

'(6x) = . 6.25
p o) [ F(z — 6z)f(x)dx (6:25)

And the absolute value of its fractional difference, given as
p(0x)/po — 1, (6.26)

is finally regarded as a systematic error coming from uncertainty of the beam position. Here
po = Na/Na. The value dz is uncertainty of the beam position and was taken as dx = +1 mm.
Although precision of the beam center position measured with K7 — 3% events was smaller than
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this value, conservatively the large dx value was chosen since the resultant systematic error was
found to be small as shown below. The same procedure was applied for both x and y profiles. The
results are summarized in Fig. 6.34. Calculated p’ value is shown in the left of Fig. 6.34 as well as
p~1GeV value obtained from the full simulation, a point shown with an error bar. The right figure
shows fractional difference from the pj, value for x and y direction. As a total error, a quadratic
sum of larger fractional difference for +1 mm or —1 mm beam shift in each of x and y direction was
adapted. The resultant value is 0.145 = (0.130 & 0.063)%, where the former (latter) contribution
comes from beam shift in = (y) direction. The systematic error from uncertainty of the beam

position is found to be quite small.

Energy and position resolution of the calorimeter

Uncertainty in the calorimeter performance could have influences on the p value through
change of reconstruction and event selection efficiencies. To estimate uncertainty due to this effect,
additional energy and position smearing were applied in the MC samples and changes of p~1GeV
were examined. Their resolutions for a cluster with energy e were assumed to be expressed as the

>1GeV
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Figure 6.34: Result of systematic error estimation due to beam shift. The left panel shows the
obtained result of p values as well as the nominal geometric acceptance. The right panel shows the
fractional difference of acceptance with beam shifts.

following functions [64]:

0.01935  3.956 x 108
op(e) _ & X & 0.005954, (6.27)

e 1/8/G6V e/GeV

3.663 . 2.331 x 10~
R /@/Gev C/GGV

which were obtained by comparing true and reconstructed information in K; — 37Y simulation.
Energy and position of each cluster, written as e and x, respectively, were modified so that these
resolutions got worse by a factor of a as

ox(e)/mm = @ 2.148, (6.28)

e — e+ Gaussian(og(e)va? —1), (6.29)

x — 1w+ Gaussian(og(e)Va? — 1), (6.30)

”

where “Gaussian(c)” means to give a random number following a Gaussian distribution with its
mean zero and given o. In case of position resolution, smearing with Eq. (6.30) is applied for
both of the x and y directions. There exists a small difference in width of reconstructed K mass
distribution in the six-cluster analysis between data and simulation with the cut set used in five-
gamma analysis here. The factor a was then determined so that the width of the reconstructed K,
mass peak in simulations with the smearing agreed to that of the data. It was given as a = 1.003 for
energy resolution smearing and o = 1.25 for position resolution smearing and shown in Fig. 6.35.
Reconstruction after these modification was performed and resultant geometric acceptance was
calculated. Finally, fractional difference from p~1G¢V before smearing was calculated as Eq. (6.26)
for each case with energy resolution and position resolution smearing. As a result, systematic errors
from energy and position resolution were estimated to be 0.489% and 4.975%, respectively. The
change of acceptance by the energy resolution mainly comes from deterioration of probability to
choose correct photon pairing and that by the position resolution from change of selection efficiency
on cuts for photon hit position.
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Figure 6.35: Determination of the smearing factor a for energy resolution (left) and position reso-
lution (right). The red bands indicates width of the K, mass peak in data.

Alignment of detectors and materials around the BHPV detector

An effective yield of ¢ for BHPV would be changed by an aperture of detectors or materials
located in the upstream of BHPV. Uncertainty of alignment of these components then could affect
the yield and should be considered as a source of systematic errors. This effect was estimated by
virtually changing apertures of the CC06 detector and the concrete shield in MC simulations as
shown in Fig. 6.36. First, v xy positions at the upstream surface of CC06 cesium iodide crystals
was calculated for each from true track information and its distribution was prepared. The nominal
yield on CC06, denoted as NOCCO6 was then calculated by counting the number of events satisfying
max(|z|, |y|) < 85 mm, which correspond the actual beam hole size of CC06. For estimation in case
that the detector was mis-aligned, integration range was varied as in Fig. 6.36, considering possible
cases, and fractional difference of obtained yield, N, to NECOG, defined as NV /N(?COG, was calculated
for each configuration. The maximum absolute value for these configurations were considered to
be an error of CC06 mis-alignment. The same procedure was taken for the concrete shield. In this
case, only events with v whose zy position at CC06 was max(|z|, |y|) < 85 mm were selected and
integration range was set as £125 mm. The amounts of shifts, 5 mm or 2.5 mm, were conservatively
taken to be large since the resultant uncertainty was not dominant when compared with other ones.
The results are shown in Fig. 6.37. A quadratic sum of the errors from CC06 and the concrete
shield is adapted as a total error due to alignment and given as 1.503 = (1.452 & 0.391)%, where
the former and the latter value indicated contributions from CC06 and the shield, respectively.

BHPYV responses in MC
As several selection cuts for variables related to the BHPV were applied, reproducibility of responses
of this detector needed to be confirmed. These effects were evaluated by comparing cut efficiency
between the data and MC. Here, the cut efficiency € was defined as

integral of the histogram for the region to be selected

= 31
‘ integral of the histogram for all the region (6.31)

As error values, absolute values of their fractional difference presented below were used:

edata

- — L (6.32)
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Figure 6.36: Estimation due to uncertainty of detector and material alignment around BHPV.
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Figure 6.37: Result of systematic error estimation for alignment of CC06 (left) and the concrete
shield (right). The horizontal axis in each panel indicates integration ranges shown in Fig. 6.36: 0-7
corresponds to “shift,” 10-13 “expand,” and 15-18 “shrink” in Fig. 6.36, respectively.

The cut efficiency on the total photoelectron yield was obtained (14.314+0.73)% and (13.79+0.33)%
for data and MC, respectively, and the error due to this cut was determined as 3.693%. For the
cut on the number of coincidence modules, distribution after applying the total photoelectron cut
was used, which is shown in Fig. 6.38. The efficiency was calculated as (101.33 &+ 6.35)% and
(100.14 + 2.89)% for data and MC, respectively ¥, and the resultant error value was found to be
0.895%.

A different method of error estimation was used for the event selection on timing. Instead of
veto timing distribution itself, distribution for standard deviation of each hit timing in a coincidence
hit was used in order to evaluate effect of difference in hit timing between the data and the MC.
Random numbers which followed Gaussians were generated, where its mean was fixed to zero and its
o value was taken randomly from distribution of the hit timing standard deviation. The measured
and simulated distribution is shown in the left of Fig. 6.39. This process was repeated 10° times and
ratio of events within +7.5 ns was calculated for both data and MC. Finally, fractional difference of
these ratios, as given in Eq. (6.32), was calculated and considered as a systematic error. The result

“9Because the efficiency calculation is based on histograms after subtracting accidental activities, an efficiency value
can exceed 100% within statistical uncertainty.
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of generated random numbers is shown in Fig. 6.39 and the obtained error value is found to be as
small as 0.063%, which is small compared with other errors.

6.4.4 Conclusion

Detection efficiency of photons coming from K7 decay was examined with data taken during the
physics run in 2013. The number of events with large photoelectron yield was compared between
data and MC in order to examine detector responses of this detector to high energy photons.
The data/MC ratio is found to be 1.025 £ 0.050(stat.) £ 0.068(syst.), which means the obtained
efficiency was consistent with MC expectation within an uncertainty of 8.2% as a quadratic sum of
the statistical and systematic errors. This result shows the detector successfully worked as a high
energy photon detector in the neutral beam, with underlying larger fluxes of beam photons and
neutrons.
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6.5 Discussion for future beam time

6.5.1 Reduction of inefficiency

Inefficiency due to short radiation length

Expected efficiency for high energy photon of 93.8%, which was found to be consistent with mea-
surement data, was not enough for a search of the K — 7%/ decay with higher sensitivity. From
simulation studies, efficiency for high energy photons was required to be smaller 5 x 1072 in order to
make K — 27° background small enough. This would be achieved by adding modules to increase
radiation length, since the inefficiency of 6% mainly came from insufficient conversion probability
due to the short radiation length. If we increased the total radiation length up to 9Xg, or 50 mm
in lead thickness, the “punch through” probability, where an incident photon passed through the
detector without any interaction, would be reduced to 0.1%. This configuration, which would be
realized with nine additional modules with a 3.0-mm-thick lead sheet, for example, safely satisfies
the requirement for K7 — 27° background. Quantitative discussion on the number of background
events appears in the next chapter.

Inefficiency at the edge of the detector

Although the transverse size of the BHPV detector is enough to cover all photons incident in
this detector, the long longitudinal size of this detector would allow their divergence and photon
conversion points would be outside of the effective area at the downstream. This situation would
deteriorate detection efficiency, which would be more conspicuous when the number of modules
increased. Figure 6.5.1 shows incident energy dependence of simulated photon inefficiency with
divergence of incident photons considered. Photons obtained in the Kj — 279 simulation were
shot to the BHPV detector with two kinds of configuration: one with twelve modules used in the
physics run and with additional four modules equipped with a 3.0-mm-thick lead sheet. Detail of
this simulation will be described in Sec. 7.4.4. Events were categorized into two types of “center”
and “edge,” where xy positions after extrapolating an incident photon track to the downstream of
the detector was within 125 mm in the former type and outside this region in the latter type.
A event number ratio of the edge type to the center one was estimated to be 1.9 + 0.2 (2.8 + 0.4)
in case of the twelve (sixteen) modules, where the error value represents statistical uncertainty of
the MC simulation. Relative inefficiency of edge type events to center type ones for high energy
photons is found to be larger with additional modules and this can limit reduction of background
events. To overcome this situation, an additional detector to cover the edge region, named the guard
counter [105], was introduced at the downstream of BHPV for the next run as well as additional
four modules. The outline of the new detector is shown in Fig. 6.41. It was consisted of a lead
sheet and an acrylic plate, and designed to detect incident photons with acrylic Cerenkov light.
Simulation studies were performed to estimate effect of this detector on background reduction.
Here, K — 27° decay was simulated and events including photons hitting BHPV was collected.
For each event, photon interaction with BPHV was separately simulated and background events
were counted as those where the hit condition was satisfied. Veto reduction by other detectors was
evaluated following methods used in what we call the fast simulation, detail of which is described
in Sec. 7.4.4. The numbers of background events before and after introducing the guard counter
were calculated. As a result, K7 — 270 background related to BHPV was found to be reduced by
60% thanks to this detector.
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Figure 6.40: Inefficiency as a function of incident photon energy. The left figure is for the configu-
ration used in the physics run in May, 2013 with twelve modules. The right one is in case that four
modules are added.
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Figure 6.41: Outline of the Guard Counter (left) and configuration of downstream detectors in the
next physics run (right). The black arrow in the right figure indicates an example of a photon track
to be handled by the Guard Counter.

6.5.2 Counting rate

Although stable operation was confirmed in the physics run in 2013, the design beam power of
291 kW was not achieved and operation with more intense beam should be considered.

One measure of operation stability in the high rate environment wss, as already discussed in
Sec. 6.3.2, a ratio of base current over output current for each PMT and at least a factor of 20
should be maintained for stable operation in order to prevent possible gain fluctuation under high-
rate environment. The minimum value among all channels was 35 and increase of beam power up
to 40 kW would be tolerable under assumption of the same target and duty factor. Needless to say,
other effects such as space-charge effect which deteriorate PMT performance should be carefully
considered. For more intense beam, optimization of lead and aerogel thickness will be necessary. For
example, using thinner aerogel gives smaller light yield and will be helpful in reducing counting rate.
Possible deterioration of efficiency in particular for low energy photons with energy <1 GeV would
be compensated by making lead thickness smaller. An example of performance on single counting
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Table 6.4: Lead-aerogel sampling in the optimized design.

Module number

Lead thickness [mm]

Aerogel thickness [mm]

1 1.5 15
2-5 0 15
6-9 1.5 29
10-22 3.0 58
23-24 0 58
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Figure 6.42: Expected performance with optimized design. (Left) Single counting rate for each
module. (Right) Inefficiency as a function of incident photon energy. In inefficiency evaluation,
photons with a fixed energy was injected perpendicularly to the detector in 25 cm square.

rate and photon detection efficiency is shown in Fig. 6.42, where optimized lead and aerogel sampling
was summarized in Table 6.4. Counting rates were found to be reduce to 2/3, while inefficiency for
photons with energy larger than 1 GeV was kept smaller than requirement value of 0.5%.

There is also a room of improvement in a duty factor of the accelerator. The counting rates
measured with the TMon trigger were higher by a factor of 2.4 than that with the clock trigger in
the physics run of May, 2013, each of which corresponded to the effective and ideal counting rates
in the physics analysis, respectively. This was considered to come from noise of power supplies used
in the MR accelerator and at maximum a factor of 2.4 improvement would be expected by planned
replacement of these power supplies.

Although the design beam power of 291 kW is more than 10 times higher than that in the
physics run in May, 2013, the nickel target is planned to be used with this beam power, which is
expected to yield smaller particle yields. As a result of the beam line simulation, a flux of beam
photons with >10 MeV was 1/4 of that with the platinum target 1°. Hence increase of counting rate
with the design beam power is expected to be a factor of 3. Taking further tolerance, optimization
of lead-aerogel sampling and possible improvement of a duty factor discussed above into account,
this detector is considered to accommodate intense neutral beam with the design beam power.

“19As mentioned in Sec. 2.2.3, simulated fluxes with the platinum and the gold target were consistent within 20%.
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Chapter 7

Analysis for the K; — 77 Search

In this chapter, procedures and results of the analysis for K; — 707 search are presented.

7.1 Overview

The overall analysis flow is shown in Fig. 7.1. In the search for the K — 7%v% decay, simple cut-
based analysis was adopted. For a given data set, various selection cuts based on information from
the calorimeter and veto detectors, are applied and survived events are regarded as Kj — 70w
signal events. These selection cuts are optimized according to results of background estimation so as
to maximize signal acceptance as far as the expected number of background events is small enough.
In this process, the “blind analysis” method is used, where events inside the signal region are kept
hidden until all the analysis conditions are fixed. Here, the signal region is shown in Fig. 2.2; where
both conditions of 3000 <Zy <4700 mm and 150 <Pp <250 MeV/c are satisfied in the Zy-Pr
plane. Here, Z,x and Pr are z-vertex position and transverse momentum of reconstructed 0.
Since the definition of the signal region itself also needs to be optimized, the region to be hidden,
referred to as the “blind region” below, is slightly extended from the above region: 2900 <Zx
<5100 mm and 120 <Pr <260 MeV/c. After the optimization, the number of events inside the
signal region with all cuts is counted and it is finally scaled to a branching fraction value or its
upper limit using the “normalization factor” and signal acceptance. For this purpose, what are
called the “normalization modes,” namely the K; — 37°, K;, — 27" and K, — 2v decays, where
the final state contains only photons and an incident K can be fully reconstructed, are analyzed
in advance. The normalization factor is the number of Ks available in the physics data, and
obtained by comparing the number of reconstructed events in each decay between the data and
the MC simulation. This is also used to scale simulation outputs to the numbers corresponding to
the physics data. In this analysis, cut conditions with the K7 — 707 analysis were used. Signal
acceptance is calculated as a ratio of the number of observed events to that of incident Ks in
the signal MC sample. This acceptance value is validated by confirming reproducibility of various
distributions in analysis of the normalization modes. This comparison is also important to make
the background estimation using MC simulations reliable.

In the following sections, such procedures and results of the analysis are described. The selection
cuts for K7, — 707 events are summaried in Sec. 7.2. Before going to the Kj — 707 analysis,
the normalization modes are analyzed in Sec. 7.3, where the normalization factor is calculated and
simulation reproducibility is evaluated. Based on the analysis result of the normalization mode,
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Figure 7.1: Overview of analysis flow for the K — 7% search.

background contribution in the K; — 77 analysis is evaluated in Sec. 7.4. Here, mechanism,
method of estimation, results and cut optimization are described for each background source. Fi-
nally, the result after unblinding is presented in Sec. 7.5, and several discussions on the result and
future prospect follow in Sec. 7.6.

7.2 Event selection for the K; — 7'vv analysis

7.2.1 Number of clusters

For the K — 707 analysis, events taken with the physics trigger, which is described in Sec. 3.3.1,
were used. Photon clusters are then identified from calorimeter hit information with the procedures
give in Sec. 4.3.2. Events are then categorized according to the number of photon clusters and a 7°
is reconstructed for those with two or more photon clusters (Sec. 4.3.3) as well as veto information
(Sec. 4.4). In 7° reconstruction, a pair of two photon clusters which has the minimum timing
difference among all the possible pairs is chosen. Finally, selection cuts to identify K; — 7lvw
signal events are applied. Detail of the selection cuts is described in the following sections.

7.2.2 CslI cuts

The selection criteria is classified into the following two types: one related with the Csl calorimeter
and veto detectors. The former is referred to as “Csl cuts” and the latter “veto cuts.”

In the following description, among two photons hitting the calorimeter, corrected energy, xy
position on the upstream calorimeter surface and reconstructed vertex timing are denoted as e;, x;,
yi, t; respectively, where ¢ = 1,2 and e; > es.
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The Csl cuts are used mainly for the two purposes. One is to ensure data quality so that events
are properly reconstructed and compared with MC simulations by removing hits which are not well
identified and effect of the online triggers. For this purpose, the following cuts were applied:

Total photon energy
Sum of two photons’ energy, e; + e is required to be greater than 650 MeV. This threshold
value was determined so as to eliminate effect of the online trigger as discussed in Sec. 5.4.6,
which was based on total energy observed by the whole Csl calorimeter.

Center Of Energy (COE)
An offline-COE Rcog, which is defined in Eq. (5.39), is required to be larger than 200 mm.
Similar event selection based on the COE position is made in the online trigger as described

in Sec. 3.3.1 and this cut is necessary for eliminating the online trigger effect as discussed in
Sec.5.4.6.

Energy of each photon
Energy of each photon is required to be larger than 100 MeV and smaller than 2000 MeV in
order not to use low energy photons with poor energy and position resolution.

Position of each photon on the calorimeter surface
To ensure that electromagnetic showers are well contained in the calorimeter, reconstructed
xy positions on the calorimeter surface of each photon are required to satisfy max(|z|, |y|) >

150 mm and /22 + y? < 850 mm.

Distance of two photons
Distance of reconstructed hit positions for two photons in the xy plane, or \/(z2 — z1)2 + (y2 — y1)2,
is required to be larger than 300 mm in order to ensure separation of two clusters.

Other cuts were applied in order to distinguish K; — 7% signals from background and the
following cuts were used. Detail of some important ones are described in sections corresponding to
each background source.

Cluster distance to the nearest dead channel
For both photon clusters, reconstructed x and y positions are required to be far from positions
of both dead channels by 53 mm in order to avoid energy mis-measurement and resultant
wrong z-vertex reconstruction. This cut is important in considering the upstream neutron
background described in Sec. 7.4.7.

Energy ratio of two photons
Ratio of two photons’ energy, written as es/eq, is required to be larger than 0.2. Since energies
of two photons do not get extremely asymmetric, this cut is effective to reduce the “odd” type
of K7, — 270 background events where two photons originates from different 7%s. Explanation
of the “odd” type will be given in Sec. 7.4.1.

ef
A product of energy and angle made by a reconstructed photon track and the beam axis
is required to be larger than 2500 mm deg. This cut is used to reduce the “odd” type of
K1, — 27° background events.
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Projection angle
An opening angle of the two photon tracks projected in the xy plane, calculated as

1 SRED)
7.1
S Tl (7-1)

is required to be smaller than 150° in order to reject two photon clusters from the Kj — 2+
decay, where 7; = (z;,y;) (i = 1,2). This angle is always 180° when two photons come from
K, with zero transverse momentum.

Veto by extra clusters and isolated hit crystals
Additional clusters other than the two main photon clusters are treated as extra clusters and
used for veto as described in Sec. 4.3.5. When there exist isolated hit crystals which do not
belong to any clusters, they are also used for veto as shown in Sec. 4.3.5.

Vertex time difference
Difference of two photons’ reconstructed vertex time, |ty — t2|, is required to be within 2 ns
to ensure the two clusters to come from a common vertex. When two clusters come from
particles other than photons, such as charged particles or neutrons, reconstructed vertex time
for each photon cluster does not always the same. This cut is necessary for hadron cluster
background which is discussed in Sec. 7.4.8.

70 kinematic cut
Allowed regions in Zyix-(Pr/P;) and Zyix-E, where P, and F denoted as longitudinal momen-
tum and energy of reconstructed 7° are limited as shown in Fig. 7.2. This cut is effective to
reduce neutron background, where halo neutrons hit the CV detector and the n — ~v decay
occurs .

Shape \? cut
This cut is to evaluate how shape of an observed photon cluster is likely to be created by a
single photon incidence. Template shape is made with single-photon simulation with various
incident energy, position and angle in advance. Each cluster shape in data is then compared to
the templates. Background derived from particles except a signal photon is effectively reduced
such as charged pions, neutrons and multi photons hitting nearby each other and forming a
single cluster. A x? value was defined to evaluate consistency with single-photon incidence
for each cluster and this value is required to be smaller than 4.6 for both clusters. Detailed
description on definition of this value is found in Ref. [100] or [106].

Photon quality cut In order to distinguish clusters made by hadronic interaction, events with
small-size clusters are rejected. For this purpose, the numbers of crystals in both clusters are
required to be equal to or larger than five. In addition, “cluster RMS,” defined as

2
€T

Ejej’

(7.2)

i

“IThis type of background was one of the major source of background in the KEK E391a experiment. However,
this background is less serious in the KOTO experiment since the n production probability is much smaller due to
softer halo-neutron momentum and a lower amount of material of CV.
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Figure 7.2: Accept region in the 70 kinematics cut. Distribution of the signal MC is shown.

must be larger than 10 mm, where ¢; denotes energy of i-th crystal contained in the cluster
and 7; is defined with i-th crystal positions of x;, y; and their COE position inside the cluster
LCOE; YCOE as

r? = (z; — zcor) + (¥ — ycor)?, (7.3)

€T
TCOE = Z > (7.4)
J

€iYi
YCOE = Z S (7.5)

Neural network cuts

Two kinds of neural network cut were developed and used for rejection of neutron background.
One of them is called the “kinematical neural net (NN) cut” and introduced to distinguish
neutron events by using difference of distributions in reconstructed kinematics, which includes
hit position of a cluster with larger energy, projection angle, distance of two clusters, energy
ratio, and vertex time difference. The other one is the “shape NN cut,” used for further
separation of neutron events with cluster shape difference in addition to the shape x? cut.
Cluster shape information such as energy spread inside each cluster was used as inputs. Both
neural net values were trained with single MC samples and data taken in aluminum target
runs. Details will be described in Sec. 7.4.8 and App. H.

7.2.3 Veto cuts

Since signal events are identified by the condition of “7% and nothing,” events where any other
visible particles exist need to be rejected in order to prevent background contamination. This
selection is realized with a series of the veto cuts. As described in Sec. 4.4, veto energy and timing
for each detector is calculated based on energy and timing information for each module as well
as reconstructed vertex time and z position and these values are used for the veto decision. In
determining veto energy thresholds, losses of signal acceptance must be taken into account. The
K1 — 797 decay itself sometimes gives energy deposition in veto detectors due to backsplash of
electromagnetic showers. There is also a possibility where accidental hits coincide and events are
also rejected in these cases. Since too tight veto, or low energy thresholds, leads to larger acceptance
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Table 7.1: List of veto conditions. When veto energy, or the number of coincidence modules in case
of BHPV, exceeded the given thresholds in any detectors, the event is rejected. Veto decision by
BHPV, which is indicated with an asterisk (*), is made by coincidence of three or more successive
modules.

Detector Energy [MeV] Timing [ns]

Calorimeter

Isolated hit crystal — (depends on distance) +10

Extra clusters (if exist) +10
MB 2 +30
BCV 1 +30
FB, NCC 2 +20
OEV 2 +10
Cv 0.2 +40
LCV 0.6 +15
CC03-06 (CsI) 3 +15
CC04-06 (scintillator) 1 +15
BHCV 0.3 +7.5
BHPV * +7.5

loss, veto condition was decided considering both of background rejection and signal acceptance.
The detailed condition is summarized in Table 7.1.

7.2.4 Blinding of the signal region

In process of cut optimization and background estimation, the “signal region” and its surroundings
were kept blinded in order to prevent human biases from affecting these processes. The signal region
and blind region given as its extension was defined in Zy-Pr plane with the following condition:

e 3000< Zytx <4700 mm (2900< Zyx <5100 mm),
e 150<Pp <250 MeV/c (120<Pr <260 MeV/c),

where values in parenthesis represent the blind region. Here, the upstream or downstream limit in
Zutx 18 set in order to eliminate tail components of background events which are made by neutron
interaction with the veto detectors. The lower limit in Py is to discriminate K; — wta—n0
background as is discussed in Sec. 7.4.3 and the upper limit comes just from the kinematical limit
of 70 from the K; — 707 decay.

After event reconstruction, events satisfying the above conditions of the blind region were re-
moved from the data set regardless of other cut variables. Analysis was performed with this data
set until all the selection cuts and background estimation were fixed and they were finally applied
for complete data set where the removed events were combined.
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7.3 Analysis of the normalization modes

7.3.1 Overview of the normalization

Prior to the K; — 7'v¥ analysis, the normalization modes, which include the K; — 37°, K; —

2710, and K1, — 27 decays, were analyzed as mentioned in Sec. 7.1. The main goals of this analysis
are determination of the normalization factor and validation of signal acceptance calculation which
is obtained with the K; — 7°v¥ MC simulation, both of which are necessary to convert the number
of events after all the selection cuts into the branching fraction or its upper limit. These are also
required for background estimation with MC simulations, where simulation outputs needed to be
scaled to the corresponding number of events in the data and their reliability should be guaranteed.
Here, as mentioned in Sec. 7.1, the normalization factor is the “effective” number of incident K s at
the exit of the beam line, where the “effective” means that efficiency of DAQ described in Sec. 3.3.1
is already included.

Six(four)-cluster events were selected from data taken with the minimum bias and normalization
trigger for the analysis of the K — 37° (K, — 27°) decays and the invariant mass of the six (four)
photon system was reconstructed as described in Sec. 4.3.4. Various selection cuts on reconstructed
kinematic variables and veto information were then applied in order to purify contribution of each
decay. The same selection was applied for MC simulation samples in order to calculate acceptance
€. Here, acceptance is defined as probability where a single incident K, at the exist of the beam line
is detected after all selection cuts and actually calculated to be a ratio of the number of survived
events to that of incident Kps in the MC simulation. Detail of the MC simulation samples and
the selection cut for this analysis are described in Sec. 7.3.2 and Sec. 7.3.3, respectively. Using
the number of events after all the selection cuts for each mode, denoted as Ngata, as well as the
branching fraction of the mode, B, the normalization factor Nyom was obtained as

deata

N, norm —
eB

(7.6)

for each mode, where p is the prescaling factor and given as 30 (300) for the normalization (minimum
bias) trigger data. In case of the K — 2v decay, two-cluster events were analyzed and the
following analysis process were the same with the other two modes, but the invariant mass was not
reconstructed since it needed to be assumed for reconstruction of this mode. Consistency of results
among the three modes is a strong indication that the detector system properly working as expected.
Distributions of various measured values were then compared between the data and the MC for each
mode after scaling the simulation output with the obtained normalization factor, where simulation
reproducibility is examined. These discussions are presented in Sec. 7.3.4 in Sec. 7.3.5. With this
normalization factor and signal acceptance, € , the branching fraction of the K; — 70u7 decay,
Br(Kp — 7%vp) is given as

Nsig

Br(Ky, — n0vp) — — s
6sig]\[nolrm

(7.7)
when Ny, events are observed with no background. An advantage of the method to extract the
normalization factor is cancellation of common systematic uncertainties in acceptance of the signal
and the normalization mode such as veto detector responses, event selection cuts, decay probability,
the accumulated number of Protons On Target (P.O.T.) and DAQ efficiency. For this purpose,
selection cuts used in analysis of the normalization modes were chosen so as to be similar to those
used in the K; — 707 analysis. Remaining discrepancy between the simulation and the data
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Table 7.2: Simulated K decay modes in the normalization analysis. The branching fractions were
taken from Ref. [16]. Statistics is the number of simulated K, where it was shot at the exit of the
second collimator.

Decay mode  Branching fraction Statistics

K — 370 19.52% 2 x 10° for Kj, — 370,
1 x 10? for K7, — 2",
1.5 x 10® for K, — 2y

K; - atnn0 12.54% 5 x 107
K — 2x0 8.64 x 10~* 6 x 10%
Kr — 2y 5.47 x 1074 5 x 107

K1 — mev, 40.55% 5 x 107
Kp — muy, 27.04% 5 x 107

which did not cancel out was considered as a systematic uncertainty and estimated at the last of
this section (Sec. 7.3.6).

7.3.2 MC simulation samples

The following main four decay modes, K — wev. (Ke3), K, — muv, (Kp3), K — 37°, and
K; — ntn~ 7% as well as the K;, — 270 and the K — 27 decays were simulated separately
one another. In analyzing each mode of the K; — 379 K; — 27°, and K; — 2y decays,
the selection cuts were applied for all the simulation samples of the above six modes and they were
finally combined considering each branching fraction. Simulation statistics used in the normalization
analysis is summarized in Table 7.2.

7.3.3 Event selection for each normalization mode

Selection criteria on kinematic variables measured with the calorimeter is summarized in Table. 7.3.
As described in Sec. 7.2.2, the online trigger effect is eliminated by requiring total energy of photons
to be larger than 650 MeV, where the total photon energy is defined as a sum of six, four and two
photons to be analyzed in K; — 37°, K; — 27° and K; — 27 analysis, respectively. Similar
photon cluster selection cuts are then applied, where selection on photon energy is loosened so as to
increase acceptance. As for timing, vertex time was reconstructed for each photon and its difference
from the event vertex time, or weighted average described in Sec. 4.3.3 and denoted as ATy tyx, was
used for selection to reject photons coming from accidental activities. In order to ensure that two
clusters really come from two photons, each photon is required to be separated from others by
150 mm. In the K; — 37° and the K; — 2y mode, there is background contribution where a
cluster is formed not by a single photon incidence, but charged particles or multiple photons. Such
events are rejected by the shape x? cut.

Invariant mass of six or four photons is reconstructed and this is required to be consistent with
the nominal K mass of 497.614 MeV/c? [16] in the K — 37° and the K; — 27° mode. The
same selection on reconstructed Ky z-vertex with the K; — 7% analysis is applied. Events
with wrong photon combination are rejected by checking consistency of z vertices among multiple
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7% or whether 70 mass reconstructed with a given event z vertex agrees to the nominal value of

134.9766 [16]. For this purpose, x? which is defined in Sec. 4.3.4 is required to be smaller than
7. In addition, AM_ o and AZy is defined for each 70, where the former is given as difference of
reconstructed ¥ mass using its event z vertex from the nominal 7° mass and the latter as difference
of the most upstream and the downstream z vertex positions. The cut on reconstructed Ky, incident
xy positions on the calorimeter surface is used in order to remove events with missing energy in
analyzing the K7, — 27° mode. The K7, incident zy positions, denoted as X and Y, respectively,
are calculated from Center Of Energy (COE) positions of the photons used in reconstruction zcog

and ycoEg:
N
1\ L€
TCOE = %, (7.8)
im0 €
N
1 (yiei
YcoE = L—}V(y ) (7.9)

D im0 €

The COE position in each zy direction is then scaled to the z position of the beam line exit as
follows assuming the target to be a point source fixed at the position of x =0 and y = 0,

Zexit — 2Csl
)
Ztarget — 2Csl

Zexit — 2Csl
Y = yoop—2it Gl (7.11)
Ztarget — 2Csl

X = zcoE (7.10)

where zexit, 2cs1 and ztarget are the z position of the beam line exit, the upstream surface of the
calorimeter, and the target. Finally, K transverse momentum was reconstructed and this was
required to be small since K basically has no transverse momentum.

In addition to the above kinematic selection, anti-coincidence by veto detectors, which is de-
scribed in Sec. 7.2.3, was required as well as veto by isolated hit crystals and extra clusters in the
calorimeter. The same conditions with the K — 7°v¥ analysis, as shown in Table 7.1, were used.

7.3.4 Result of analysis of the normalization modes

Kp — 3n°
This mode has the large branching fraction (19.52% [10]) and is almost free from background
contamination thanks to the many number of photons on the calorimeter. Hence a clean sample
with large statistics is available and detailed comparison between data and MC is possible. Figure 7.3
shows reconstructed mass distribution without and with veto. Even without veto detectors, a sharp
mass peak was obtained as in the left of Fig. 7.3. Although slight shift of the peak positions exits,
the reconstructed mass distributions of the data and MC agree very well including tail regions.
Abundance of signal yields made it possible to evaluate stability of K yields. Figure 7.4 shows
the number of reconstructed Kj — 370 events after all the cuts in each run, where one run basically
corresponded to one-hour data acquisition or ~ 1.8 x 10'6 P.O.T. and each data point is normalized
with P.O.T. for the run considering the prescaling factor described in Secs. 3.3.2 and 3.3.3. Results
for three different conditions are shown: without veto cuts for the minimum bias trigger data, with
all the veto cuts for data with the minimum bias and normalization trigger. In the first one, whose
result is shown in the left panel of Fig 7.4, only the calorimeter information was used while the
other two also used veto detector information and stability of both components is evaluated. Yields
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Table 7.3: Selection criteria in the analysis of the normalization modes.
defined for each photon or each pair of photons such as energy, hit position, time, distance and
shape x? needed to be satisfied for all reconstructed photons or possible pairs of the photons.

Selection on variables

Selection K; — 37 K — 279 Ky — 2y
Total photon energy > 650 MeV > 650 MeV > 650 MeV
Photon energy > 50 MeV > 50 MeV > 50 MeV
Photon hit position = max(|z|,|y|) > 150 mm max(|z|,|y|) > 150 mm max(|z|,|y|) > 150 mm
r < 850 mm r < 850 mm r < 850 mm
Two-photon distance > 150 mm > 150 mm > 150 mm
ATy < 3 ns < 3 ns < 3 ns
Shape 2 - <7 <7
Rec. K, mass (Nominal)4+15 MeV/c?  (Nominal)+15 MeV /c? -
Rec. Zyix 3000 <Zytx < 4700 mm 3000 <Zyix < 4700 mm 3000 <Zytx < 4700 mm
X2 <20 <20 -
AM o < 10 MeV/c? <7 MeV/c? -
AZ i« < 400 mm < 400 mm -
Rec. K, incident pos. - max(|X|,|Y]) < 50 mm -
Rec. K1, Pr < 50 MeV/c < 50 MeV /e < 50 MeV/c

in each condition was fitted with a constant function and the x?/NDF value in each fit shows that
the event rate is found to be stable within statistical uncertainty. The fit results of the two graphs
in the right of Fig. 7.4, corresponding to the two different trigger types with and without the online
veto, shows nice agreement, which indicates effect of the online veto is properly eliminated by the
offline veto cuts as well as the given prescaling factor is correctly understood with the real data.

Various kinematic variables were compared between the data and the MC and they are shown
in Fig. 7.5. Reconstructed Ky energy is obtained as a total energy of six clusters and reflects
the momentum spectrum of Ks in the neutral beam. Transverse momentum of Kj corresponds
to divergence of the Kj beam. Distributions of incident Kj xy positions are the beam profiles
themselves. z vertex position is mainly related to geometric acceptance since solid angle of the
effective area on the calorimeter changes depending on z position. The sharp drops at z ~ 2000 mm
and z ~ 5500 mm in its distribution, as in the bottom left of Fig. 7.5, are due to existence of the
NCC detector (Sec. 2.2.6) and the calorimeter itself, respectively.

Except the timing distribution, reasonable agreement between the data and the MC was ob-
tained, which ensures that the model of the Kj; beam mentioned in Chapter 5 well describes
properties of the real Kj beam. In order to handle disagreement in the timing distribution and
slight peak shift in the reconstructed K mass distribution, corresponding cut regions are set to be
loose enough so as to remove efficiency difference and reduce systematic uncertainties due to these
selections. As for other discrepancies seen in the edge region of the zy position distributions and
the total photon energy distribution, reasons are still unknown.

Kp — 2n°
Analysis of the K; — 27° mode plays the most important role among the three normalization
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Figure 7.3: Distribution of reconstructed K mass in the K; — 37° analysis. In the left figure,
data taken with the minimum bias trigger was analyzed without applying veto. The right figure
was obtained from data taken with the normalization trigger and veto by all detectors were applied.

mode due to its similarity to the single mode. The Kj — 37° decay contribute as background when
four photons among six hit the calorimeter and the K; — 77~ 7% mode can also be background,
where two clusters of four derive from two photons from 7% and the other two from 7*. Since the
branching fractions of these modes are larger than that of this mode by two orders of magnitude,
K1, — 27° component must be extracted from huge background events with both kinematic and veto
information as the analysis of the signal mode. Therefore, event reduction by veto and kinematic
cuts is able to be evaluated by comparing various distributions between the data and the MC, which
is an effective way to validate the MC.

Distributions of reconstructed four-photon invariant mass are shown in Fig. 7.6 for the two
different conditions. The left shows a result with data taken with the minimum bias trigger and
no veto cuts except for those by the calorimeter were applied. A peak was observed around the
nominal K mass of ~500 MeV/c?, but with large contamination from other K decay modes,
especially K7, — 37%. Since extra two photons must exist in these K — 370 events, the veto cuts
are expected to reduce these background events significantly. The right histograms of Fig. 7.6 shows
the result after applying all the veto cuts as well as the kinematic cuts, where the data taken with
the normalization trigger was analyzed for larger statistics. Most of events from the Kj — 3x°
decay were eliminated, particularly in the region below 400 MeV/c?. The MC simulation well agrees
to the data in the whole mass region for both cases and this indicates that the veto reduction is also
well reproduced. These results well validate reproducibility of the MC simulation. In particular,
remaining events in low mass region of < 400 MeV/c? is basically due to inefficiency for extra two
photons in the K; — 37° decay, hence orders-of-magnitude event reduction is well confirmed by
comparing histograms for these two conditions.

Responses of veto detectors themselves are also evaluated. Figure 7.7 shows veto timing and
veto energy distribution for the MB and CV detectors in the K; — 27% samples of the minimum
bias trigger data. where all the veto cuts except the calorimeter and the cut on reconstructed K,
mass were removed for larger statistics. In the timing distribution of both MB and CV, sharp peaks
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Figure 7.4: Stability of reconstructed K — 37° events in each run. Data in the left figure was
obtained without veto of all the detectors except the calorimeter and that in the right was with all
veto cuts applied. Each data set was fitted with a constant function. Blue (red) points and dashed
blue (solid red) line indicate that the data was taken with the minimum bias (normalization) trigger.

were observed and extra particles other than four photons or backsplash from the calorimeter were
successfully detected. Detector timing in the MC simulation was adjusted so that the peak position
agreed to that of the data in each detector. A veto timing range in each detector system was chosen
so that the observed peak was completely contained in the veto timing range. Although width of
the timing peak in data was not completely reproduced by the simulation, effects by this difference
was avoided by setting long veto windows. Veto energy distributions had nice agreement in both
detectors and responses of these detectors were well understood.

Timing for other veto systems were also adjusted using observed peaks and veto time ranges
were set in the same way with the above detectors. Several examples are shown in Fig. 7.8 for
detectors inside the vacuum tank and Fig. 7.9 for those located in the downstream of the whole
KOTO detector system. The same trigger and cut conditions with MB and CV in Fig. 7.7 were
applied, although several cuts were loosened only for FB and NCC in order to enhance their hit
timing peak. In most detectors, width of the peaks in the data was not reproduced by the simulation
hence veto timing windows were set to be wide in order to reduce acceptance difference derived from
this discrepancy. In FB, the veto timing window was chosen so that the observed peak in Fig. 7.8
located in later timing inside the timing region. Since signals of FB are read only from the upstream
side, hit timing is strongly affected by photon incident z position; photon hits in the upstream region
gives earlier timing and those in the downstream region are detected in later timing. FB is required
to detect photons hitting both the upstream and the downstream of FB in the K — 707 analysis,
whereas only the downstream contribution is observed in this normalization analysis. Therefore,
the veto time window was adjusted so that the timing peak in the Kj — 27° sample was shifted
from its center. In the timing distributions of BHCV and BHPYV, the structure of the tail regions,
which came from accidental activities, differed between the data and the MC; the wide bump in the
data reflected bunch structure arising from the transverse RF as was seen in Fig. 6.22. In the MC
simulation, this timing structure was not considered but flat timing distribution with averaged rates
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Figure 7.5: Distribution of various kinematic variables reconstructed in the K7 — 377 decay anal-
ysis. (Top left) Total six photons energies, or reconstructed Ky, energy. (Top right) Transverse
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y position of incident Krs at the exit of the beam line. (Bottom left) Decay z vertex position.
(Bottom right) Reconstructed vertex time for the photon with the maximum deviation from its
event vertex time, or weighted average for six photons.
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Figure 7.6: Distributions of reconstructed K7, mass in the Kj, — 270 analysis. Veto cuts other than
the calorimeter were not applied in the left figure and all the veto cuts were applied in the right
figure.

was implemented as that of accidental hits. Effect of this difference on the signal loss is, however,
reduced by setting veto width to be 15 ns, which was close to the periodic cycle of 21-ns interval.
Still the data shows slight excesses in energy or the number of hit modules distribution in these
detectors and this discrepancy is considered as a source of systematic uncertainty

KL — 2’)/

For further confirmation of the analysis, reconstruction of the Ky — 2+ decay was also compared
between data and the simulation. Since the Kj mass is assumed to reconstruct this decay, other
kinematic variables were examined. Figure 7.10 shows data and MC comparison for various kine-
matic variables. As in Fig. 7.5, distributions of reconstructed K, energy, transverse momentum and
decay z vertex position agree well between the data and the MC, which validates the model of the
K1 beam and the decay simulation again. The broader distribution of reconstructed K7, transverse
momentum than in Fig. 7.5 is due to assumption of decay on the beam axis, which was not applied
in the K7 — 37° analysis. Discrepancy is seen in the timing distribution between the data and the
MC as shown in the bottom right of Fig. 7.10, where timing difference of two photons’ reconstructed
vertex time is presented instead of ATyt used as a cut value in the Kj — 2v analysis. Although
the timing in the simulation seems to be too much smeared, its distribution in both the data and
the MC was found to be well contained in 4+2 ns, which validated use of vertex time difference in
the Kj, — 700 analysis.

7.3.5 Determination of the normalization factor

The numbers of events after all the selections in each analysis for the K; — 37° K; — 27°
and Kj — 2v decay is summarized in Table 7.4 as well as acceptance to an incident K at the
beam line exit (z = —1507 mm). Here, data with the normalization trigger is considered. Taking
cancellation of the systematic error as mentioned in Sec. 7.3.1, the normalization factor obtained
from the analysis of the K7 — 27% mode was adopted as the final value to be used in the K;, — 7%v7

128



CHAPTER 7 Analysis for the K1, — 70uT Search

? B K MC §

10 L g
2 K, -3 MC =
= K, - Te1e MC 2
810" 572 Other K, MC =
u% . —— Data é

) 4, Satast by I.ICJ
2 » o
: AT T
% T “ﬂ I M‘ r-‘ g
L
: kil :
© ) N ©
e 20 60 e
MB veto time [ns] MB veto energy [MeV]
~ L™
@ 10° K, -3’ MC 2100
g ==K -’ MC = .
o Other K, MC =10 22 Other K| MC
=10 P —— Data
0 o
2 £10°
g 10 w
1 1AL
21 | # £
© Iy ©
£ | LTINS
: 0 iy T =
36 S S AN
© 0. ) N 4 © ) ® [ XJ]
e 20 20 60 80 a 3 4
CV veto time [ns] CV veto energy [MeV]

Figure 7.7: Responses of the MB and CV detector in K; — 27° events. In timing distribution,
timing only within the veto window is shown.

129



CHAPTER 7 Analysis for the K1, — 70uT Search

Entries [/(0.5 ns)]

Data/MC ratio

Entries [/(0.5 ns)]

Data/MC ratio

Entries [/(0.5 ns)]

Data/MC ratio

Entries [/(0.5 ns)]

Data/MC ratio

40 60

20 40
NCC veto time [ns

Other K, MC
Data
10
1
E 1 1 1
1.4
1.2
1f
0.8 .
0.6

20 40
OEV veto time [ns]

Entries [/(0.5 MeV)]

Data/MC ratio

Entries [/(0.5 MeV)]

Data/MC ratio

Entries [/(0.05 MeV)]

Data/MC ratio

Entries [/(0.5 MeV)]

Data/MC ratio

P

oo

R Y SO IRT Y, T AAN ,*;:
8ES ¢

e AN L
TR
L
A !
%
L
-
0
-
* B3
. 'j
**
-

10 20 30 40
FB veto energy [MeV.

O
=
o
N
o
w
o

40
NCC veto energy [MeV.

22 Other K| MC

I

0 40
OEV veto energy [MeV]

Figure 7.8: Energy and timing responses of FB, NCC, BCV and OEV in K; — 27° events. In
timing distribution for FB and NCC, accidental overlay was not applied for simulation samples.

130



CHAPTER 7 Analysis for the K1, — 70uT Search

= 10
2 . s K, 2P MC
a3 = 4K, -3 MC
= 2 K S MC
.g 10 =16 i gther K, MC
£ K} ata
i} =
=
10 u
i) E il
8 19 g
S o8 3
© 0.6 <
la} [a}
CCO6E391 veto time [ns
T N
c
0 10 2
= 2
810 = e
105 v
o 1 E 1 1 1 1 1 °
= L4 =
€ 12F 8
) 1F g
S o8- I
© 0.6 ) ) ) ©
e 120 80 %0 °
BHCV veto time [ns] BHCYV veto energy [MeV]
= 910
< 2 B K21t MC
S 16 G 10° i K - 3 MC
= ] #== K -1 MC
8 10° L 2z Other K, MC
E- 10
102 E
10 s
1
o = L L 1 1 1 ° i 4
= 1.4 = 1.
€ 12b g1 4 } —4
Q 1E Q 1E L
2 08t S osf
q Y-S g Yop
© 0.6 ) ‘ ) < 0.6F ‘ )
e -100 60 = e 0 5 10
BHPV veto time [ns] BHPV number of coincidence modules

Figure 7.9: Energy and timing responses of downstream veto detectors in K; — 27¥ events.

131



CHAPTER 7 Analysis for the K1, — 70uT Search

Entries[/(50 MeV)]

Data/MC ratic

Entries[/(50 mm)]

Data/MC ratic

E T

C — K, -2yMC g

107 )

S —— Data §
1

: b 1. |

14F 2

12F g

1

08F 2

0.6F ‘ =

0 6000 e

Reconstructed K, energy [MeV]

10° & %

E c

~ —

o S

10 ] g
10 =
1

L4t 1& ! J% . =

L2 1 ol % LRI N g

oeE * H te F ﬁmﬁ 8

.OF ©

[a]

Opr

Reconstructed K z vertex position [mm]

10?

Reconstructed K transverse momentum [MeV/c]

100

e . _ K, -2yMC
10 —— Data
10 E
1 E ‘jﬁ

1.45 >

E *.0

E *
12 PRI 7 ;
0.8F o4 *
0.6E o ++ +

2 -1 0 1 2

Difference of two photons’ rec. vertex time [ns]

Figure 7.10: Distributions of kinematic variables in analysis of K — 2v. (Top left) Reconstructed
K, energy, or sum of two photons’ energies. (Top right) Reconstructed transverse momentum.
(Bottom left) Reconstructed z vertex position. (Bottom right) Difference of two photons’ recon-
structed vertex time. Timing with smaller energy was subtracted from that with larger energy.

132



CHAPTER 7 Analysis for the K1, — 70uT Search

Table 7.4: The number of events after all the selection cuts in K;, — 37°, K;, — 27° and K — 2y
analysis and acceptance in each mode. Normalization factors for each mode are also shown. Branch-
ing ratios and the prescale factor are considered in the acceptance values and the normalization
factors. Only statistical uncertainty of data and simulation samples was considered in the shown
errors of acceptance and normalization factors.

Decay mode The number of events (Acceptance)x (Branching fraction) Normalization factor

K — 3n° 100,623 (1.221 £ 0.003) x 10~° (2.472 £ 0.010) x 10t
Ky — 270 1,296 (1.617 4 0.005) x 10~7 (2.404 4 0.067) x 10!
Ky — 2y 3,988 (5.191 4 0.024) x 10~7 (2.305 4 0.038) x 10!

analysis and determined to be 2.399 x 10'!, where the prescaling factor of 30 is considered.

In order to confirm consistency among the different decay modes the normalization factor which
was obtained in each mode was compared and the result is shown in Fig. 7.4, where each value is
normalized with 2.399 x 101172, All the three values are consistent one another within 4%, which
indicates that the simulation well describes the real K; beam and detector response.

By using the total amount of P.O.T., this value is compared with the result of the K yield
measurement which was carried out in January, 2013, as an engineering run of the physics run. The
total P.O.T. was measured to be 1.188x 108 as an accumulation of spill-by-spill P.O.T. measurement
with SYIM, where dead time due to DAQ is already included. As a result, the K flux in the physics
run is given as (4.041 £ 0.109gtat.) x 107 per 2 x 104 P.O.T. According to Ref. [108], the K flux is
obtained as (4.183 £ 0.017stat. & 0.059%yst.) x 107 per 2 x 10 P.O.T., which is well consistent with
this result within 1.30 of statistical error.

7.3.6 Systematic uncertainties

In scaling the obtained number of events into the branching fraction or its upper limit, the ratio
of acceptance between the K; — 27° and the signal mode plays an essential role as show in the
following equations:

N

)
Esig]\fnorm

N
_ K2 gy s 200), (7.12)
pNKL%%rO €sig

Br(K; — n%p) =

where Ng, 970 and €x, _,or0 are the number of observed events in the data and acceptance of the
K1 — 27Y mode in the normalization analysis, respectively, Br(K, — 27°) is the branching fraction
of this mode, and the other variables are given in Sec. 7.3.1. Although the acceptance values are
obtained with the MC simulation, there exist some discrepancy between the data and the MC in
distributions presented in Sec. 7.3.4, and these disagreement should be considered as a source of

*2Since decision of this value was actually based on a separate MC sample where only statistics was different, the
data/MC ratio for the K7 — 27° mode is slightly shifted from 1, although within statistical fluctuation of 0.3% for
the simulation sample used here.
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Figure 7.11: The normalization factors obtained in the three decay modes, where acceptance for
each mode and the prescale factor is considered and ratios to the nominal value of 2.399 x 10! are
presented. The error bars indicate statistical error only.

systematic uncertainty. On the other hand, as already mentioned in Sec. 7.3.1, some uncertainties
are expected to be canceled if they are common both in the signal and the K; — 27° mode. To
take this possible cancellation of systematic uncertainties, each acceptance values were assumed to
be factorized as follows

_ Kp—2n° Kp—2n0 K1 —270 Kp—270
€K, —270 = 6geom. X 6,), X €xin. veto ) (713)
. _ sig sig sig sig sig sig
€sig = €geom. X €y X €y, X 6shape X €yeto X €onlineCOE? (7'14)
(7.15)
where the subscript “geom.” is for geometrical acceptance and “y”, “kin.”, “shape” and “veto” are

for cuts related to photon cluster selection, kinematics of reconstructed 70 or K, cluster shapes and
veto. For the signal mode, efficiency of the online COE trigger e(s)lfhneCOE is considered, which was
used only for the physics trigger. Difference of acceptance ratios or acceptance values themselves
between the data and MC was evaluated for each factor and finally a square root of their quadratic
sum was considered as the total systematic error for the Kj — 7%/ branching fraction.

Geometrical acceptance
Uncertainty of the geometrical acceptance ratio for the Kp — 797 decay to the K — 2r°
decay, egcg;{ 2r0 / ezrggom,, was evaluated with the fast simulation method as is described in Sec. 6.4.3.
Here, the geometrical acceptance was defined as a ratio of the number of events where all the four
(two) photons in the K; — 27° (K — 7%w) decay hit the calorimeter fiducial region to the
total number of K whose z vertex is within 3000 - 4700 mm. The fiducial region is defined as
max(|z|, [y|) > 100 mm and /22 + y? < 900 mm, where z and y are photon hit positions at the
calorimeter surface. Uncertainties of the K; momentum distribution and the beam position were
considered.

In considering the K; momentum distribution, true momentum distributions for events in the
geometrical acceptance, as shown in Fig. 7.12, were reweighed so as to evaluate change of the
K — 27%/K; — 7%w acceptance ratio when the K momentum spectrum is changed. As a
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Figure 7.12: Distributions of true incident Ky  Figure 7.13: Systematic uncertainty evaluation

momentum used in calculation of geometrical ac- for the photon selection cuts and cuts on recon-

ceptance. structed K kinematics. Each label on the hori-
zontal axis corresponds to each selection cut. Its
efficiency values in the data and MC are shown
in the top part and their difference is in the bot-
tom part. The left and right group of cuts is for
the photon selection cut and the kinematic cuts
on reconstructed K7, respectively.

result, this uncertainty was estimated to be " jgor

Procedures for uncertainty of the Kj; beam position is also almost the same with those in
Sec. 6.4.3. Geometrical acceptance ratios when the beam position was shifted in each of the z and
y directions by +1 mm were evaluated. Uncertainty due to the beam position was given as their
relative difference to the nominal value and determined to be 0.055%.

Summing these values in quadrature, the total uncertainty was estimated to be +0.932%

—0.852%"

Photon selection cuts

. . 0 i . 0
Although some cancellation is expected between efL_ﬂ’r and €%, uncertainty due to efL_ﬂ’r was
considered conservatively. For each cut, “cut efficiency” e.,+ was first defined as
Nnorm
€cut = s (7.16)
NS

where Nyorm is the number of events with all the K; — 270 selection cuts and Nﬁgﬁm is the number
of events with all the cuts except for one of interest. This is compared between the data and the
MC and their ratio subtracted by 1 was regarded as uncertainty due to the cut. The result for each
cut is summarized in Fig. 7.13. A square root of the quadratic sum is calculated as total uncertainty

and it was given as +1.07%.

“3For more precise estimate, it is desirable to use momentum distribution after applying all the selection cuts in
order to consider correlation between geometrical acceptance and selection cut efficiency.
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Kinematic cuts for reconstructed 7° and K7, .
Since the selection cuts are completely different in these two analyses, both uncertainties of 6155_)2”

and els(ii were taken in the final systematic error. As for the event selection based on kinematics of
reconstructed K7, in the K — 270 analysis, cut efficiency difference between the data and the MC
was evaluated as was done for the photon selection cut. The result is summarized in Fig. 7.13. Total
uncertainty was estimated to be £2.46%. and their quadratic sum was regarded as uncertainty of
egg'_’%o. In uncertainty evaluation of kinematic cut efficiency used in the K; — 7%v7 analysis, a
control sample of reconstructed 7° was prepared, where each of two 7%s in the K; — 270 decay
after all the selection cuts was again reconstructed with an assumption of decay on the beam axis
and various kinematic variables were calculated. For each variable, ratios of events which satisfies
the same condition with the K7 — 7%/ analysis were compared between the data and the MC.
An example of the kinematic NN is shown in the left of Fig. 7.14. Data and MC cut efficiency was
calculated as the number of events above the cut threshold, 0.67 for this cut, to the total number
of events and their ratio was calculated. Uncertainty due to this cut was then defined as shift of
this ratio from 1. The result for all the cuts is summarized in the left part of Fig. 7.15. Total
uncertainty was estimated to be +£2.81%.

Shape-related cuts

Most of the cluster-shape-related cuts were not used in the K7 — 270 analysis, hence uncertainty
due to these selections needs to be considered. The same procedures with above were adopted for
uncertainty estimation above, where cut variables were calculated for the 7% sample and an event
ratio for each cut condition was compared between the data and the MC. An example of the shape
NN output is shown in the right of Fig. 7.14. The result for all the cuts is summarized in the right
part of Fig. 7.15, where the shape NN cut, the shape y? cut, the cluster size cut and the cluster
RMS cut were considered. Total uncertainty was estimated to be +£2.51%.
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Figure 7.15: Evaluation of systematic uncer- Figure 7.16: FEvaluation of systematic uncer
tainty due to the cuts related to 7° kinematics tainty due to the veto cuts.
and cluster shape.

Veto cuts

Uncertainty due to the veto cuts was evaluated by comparing ratios of veto cut efficiency between
the data and the MC. Here the Kj — 2v sample was used instead of the K — 7'v¥ decay since
these two decays have the same final state of “two photons only.” The efficiency ratio is defined for
detector by detector as

Ny, om0 N
KL—)2 0/ KL—>2’)/ (717)

det det. )
NKL—>27r0 NKL—>2'y

where Ng, 2, (Nk, y970) is the number of events after all the selection cuts in the Kj — 27
(K1, — 27%) analysis which is given in Table 7.4 and N?{’Lt Loy (N[d(eLt _.9,0) is the number of events
with all the selection cuts except for the veto cut of the corresponding detector system. Results
for each veto systems are summarized in Fig. 7.16. There is a discrepancy in the BCV veto cut,
which gives the main contribution. The final uncertainty was calculated as the square root of the
quadratic sum over all the veto system, where each contribution is assumed to be independent, and

obtained as 5.43%.

Efficiency of the online COE trigger

Since the online-COE trigger was not used to collect the K, — 27% sample taken with the normal-
ization trigger, efficiency of this selection is considered only for the signal sample and no cancellation
is expected. Effect of this trigger selection was still remaining even after requiring Rcog > 200 mm,
where Rcog is an offline-COE value and defined in Sec. 5.4.6. Although this effect was corrected
as described in Sec. 5.4.6 for simulation samples, validity of this correction needs to be confirmed.
For this purpose, control samples were defined and the following double ratio is considered:

N data / NMC ’ ( : )

phys phys

where p is the prescaling factor of the normalization trigger, Ndata (NS}?;:) is the number of events

in data taken with the normalization (physics) trigger, and NMC ~and Ngﬁgs are the simulation

expectation for each trigger type. The ratio of the numerator (denominator) in Eq. (7.18) represents
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Figure 7.17: Distribution of Rcog in the control samples for error evaluation of the online-COE
trigger. The left (right) panel is for the sample with the normalization (physics) trigger.

efficiency of the online-COE trigger in data (simulation). The prescaling factor is p = 30 and
NMC  was obtained by removing event weights as described in Sec. 5.4.6 in the simulation. The
control samples were obtained by removing several kinematic and veto cuts defined in Sec. 7.2™* and
Pr <120 MeV/c and 2500 < Zyx < 5500 mm were required. Finally, deviation of this ratio from 1
was regarded as the systematic error. Distribution of rcog for the control sample with the physics
and normalization triggers are shown in Fig. 7.17. The double ratio of Eq. (7.18) was calculated
using an integral of each histogram over the range of Rcog > 200 mm. As a result, the uncertainty

was estimated to be +4.47%.

Total systematic uncertainty

As the total systematic uncertainty for measurement of the Kj; — 7w vv branching fraction, a
squared root of the quadratic sum of the above values as well as the error of the K; — 270
branching fraction was considered. These are summarized in Table 7.5. The total relative error of
the K1 — n%% branching fraction for N-signal-event observation is given as

+2.7% =+ (100 x \/1/N%) + 8.5%, (7.19)

0

where the first two terms are the statistical errors and the last term is the total systematic error.

7.4 Background estimation

This section describes estimation of background, or non-signal contribution which survives the event
selection given in the previous section. Figure 7.18 shows Z,t-Pr distribution after applying all the
selection cuts including both the Csl cuts and veto cuts with the signal region and its surroundings
blinded. Background estimation was performed using MC simulations and the side band events in
Fig. 7.18 as well as other control samples. The event selection cuts were optimized so as to suppress
background contribution to be small enough.

Table 7.6 summarizes result of background estimation. K7 background mainly comes from
finite detector inefficiency. Since the mechanism is different according to the decay mode, separate

“4The following cuts and veto were removed : the ef cut, the projection angle cut, the energy ratio cut, the 7°
kinematics cut, the dead channel distance cut, the FB veto, the BCV veto and the MB veto.
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Table 7.5: Summary of the systematic uncertainties in calculation of the Kj — 7°v# branching

fraction.

Error source

Relative error [%]

Geometrical acceptance (egeg;. al €goom. ) o8
Photon selection cuts +1.07
K, kinematic cuts +2.46
70 kinematic cuts +2.81
Shape-related cuts +2.51
Veto cuts +5.43
Online-COE trigger +4.47
K, — 27 branching fraction [16] +0.69
Total +8.5
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Figure 7.18: Z,ix-Pr distribution after applying all the selection cuts with signal region blinded.

estimation methods were developed for each mode. The background due to “masking” is caused by
pulse pile-ups in the high-rate environment, where a hit was missed due to wrong timing calculation
as described in Sec. 4.2.1. As for neutron background, data taken in the aluminum target run
as described in Sec. 3.4.2 was used as a control sample since the simulation poorly reproduced
measurement data and was not reliable.

Below, detail of background estimation for each source is described, where K; and masking-
induced background are mainly focused. The same simulation samples shown in Table 7.2 were
used unless any specific mentions do not exist.

7.4.1 K; — 27° background

Mechanism

This decay mode was considered to be the most dangerous background source as only two photons
were available for veto. Detector inefficiency is critical for this background and those of the MB
and BHPYV detectors would be expected to contribute to background mainly. Various mechanism
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Table 7.6: Summary of background estimation.

Background source The number of expected events
K7, background
Ky — 270 (0.047 £ 0.033)
K — 2y (0.030 +0.018)
Ky —ntao—n (0.0016 £ 0.0016)
Ky — 370 (0.0050 + 0.0007)
Ke3 (0.0045 + 0.0045)
Masking by accidental activity
Ku3 < 0.016 (90% C.L.)
Ky, — 37 (0.014 £ 0.014)
Ky —ntnn0 < 0.007 (90% C.L.)
Neutron background
Upstream events (0.056 £ 0.056)
Hadron cluster events (0.18 £0.15)
Total (0.34 £ 0.16)

as shown below are possible:

e Photon punch-through
When an amount of materials along path of an incident photon in a detector was not sufficient,
it penetrate the detector without any interaction and the photon escaped from detection. This
was called “punch-through” and dominating inefficiency in the BHPV detector. Its probability
was not negligible in the MB detector. For these detectors, additional modules were planned
to be added to reduce this kind of inefficiency.

e Sampling effect
Since both the MB and BHPV detector owned sandwich structure of alternate active mate-
rials and inactive convertor layers, an incident photon was not detected when its shower was
completely contained in the convertor layer due to fluctuation of shower development. This
type of inefficiency was serious in low energy photons hitting the MB detector.

e Support frames around the edge of the calorimeter
As shown in Fig. 7.19, several inactive materials were located around the edge of the calorime-
ter to support the protection cover for the calorimeter and the CV detector. These materials
contribute additional inefficiency.

e Photonuclear reactions
A photon directly interacts with atomic nuclei in detector materials and is absorbed by them.
The nuclei are excited and its energy is emitted as hadrons such as neutrons and protons.
When neutrons are emitted, they can escape to outside of the detector without any activities.
and the photon incidence was not detected in such a case. This reaction dominates inefficiency
in high energy region.

e Pileup of accidental activity
This inefficiency was caused by wrong timing calculation as described in Sec. 4.2.1. This
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needed to be taken into account for all the decay modes with extra particles and the detail
will be discussed in Sec. 7.4.6.

e Fusion cluster
Even though three photons of four hit the calorimeter, two of them can fuse into a single
cluster when their incident positions are close to each other. The event is then regarded as a
two-photon event. In this case, only one photon is available for veto, this type of events can
make large contribution to backgrounds.

Background rejection cuts

K1 — 270 events are categorized into three types according to topologies: even paring events, odd
pairing events, and fusion events. In even (odd) pairing events, two photons on the calorimeter came
from the same (different) 7°. In case of an odd pairing event, vertex is not properly reconstructed
and inconsistency occurs in its kinematics. Selection with energy ratio of the two photons and ef
value are examples of use of difference in kinematics. In fusion events, where three photons hit
the calorimeter and two of them form one cluster as already explained, discrimination by difference
of cluster shape is effective. This was mainly achieved by “shape x? cut,” which evaluated how
observed cluster agreed to simulated cluster shape with single photon incidence.

Method of estimation

Since the full simulation well describes the data as discussed in Sec. 7.3, background contribution
from this decay mode was estimated by fully simulating K; — 27° decays. Here, in the full
simulation, interaction of all decay particles in the detectors was fully simulated as described in
Chap. 5, and all the possible background sources mentioned above are considered. Simulation
results are scaled into the corresponding number of events in the data using the number of Ks at
the exit of the beam line, 2.399 x 10!, which is obtained in Sec. 7.3. This K7, number will be used
also in the following sections describing background estimation for other sources unless there are
any other mentions. Thanks to the small branching ratio (8.64 x 10~%) in case of the Kj — 27
decay, it is possible to simulate the larger number of Kj — 270 decays than that is contained in
the real data. In order to obtain enough statistics efficiently, simulations were performed in the two
steps. First, only decay of K; — 270 — 4~ was simulated, where daughter photons were stopped
at the surface of the detector. As the second step, events satisfying the following conditions were
selected in the above simulation,

e True decay z vertex Z!U was located within —1 < Zu¢ < 7 m™,

e Two or more photons hit the calorimeter,
e Total energy of the photons on the calorimeter exceeded 400 MeV.

These assumptions are easily satisfied for K — 27° background events. Finally, four photons
only in the selected events were fully simulated. As a result, statistics larger by a factor of 38.6
than the measurement data was obtained. The same analysis procedures including clustering in
the calorimeter, reconstruction of photons and veto information, and event selection were applied
to estimate the number of background events.

*5Upstream edge of the FB detector was defined as the origin of z axis. The upstream surface of the calorimeter
corresponded to 6,148 mm
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Figure 7.19: (Left) Schematic view of the calorimeter edge region. The dashed blue box indicates
position of the calorimeter edge region. (Right) Photograph of the calorimeter with the cover before
installation of CV.

Result

Two (four) events were found inside the signal (blind) region as shown in Fig. 7.20 and the back-
ground contribution was estimated to be 0.047 4 0.033. This value is small enough compared to 1.
In order to understand the mechanism of inefficiency for further background suppression in future
runs, reasons of inefficiencies were examined for all the eight events in Fig. 7.20 and they are sum-
marized in Table 7.7. In both of the remained two events inside the signal region, one photon with
low energy of 10-20 MeV is hitting MB and the other with energy of several hundred MeV goes
to the edge region of the Csl calorimeter. For other events, BHPV and accidental hits were found
to contribute to background. Since various inefficiency could contribute, improvements for all the
sources are necessary and detail is discussed later in Sec. 7.6.3.

7.4.2 K — 2v background

Mechanism

Basically, contribution of K; — 2+ decay to background is negligible because this decay is clearly
separated due to unique kinematics of the two-body decay. When an incident K, has no transverse
momentum, directions of decay two photons are back-to-back in zy plane and projection angle of
the two photons, as defined in Sec. 7.2.2, is always 180°. However, it is not the case when a K7,
has large transverse momentum and/or decays far from the beam axis. Such K can be generated
by scattering at the upstream vacuum window as shown in Fig. 7.21°%, which was made of 0.125-
mm-thick polyimide and placed to separate vacuum of the beam line and detector '. A large shift

“6Like halo neutrons, halo K, can exist and its K — 2+ decay possibly makes contribution to background. The
existence and its property were not clear, hence this was not included in background estimation.

“"Some powdery materials was observed inside the beam line vacuum region and this vacuum window was set to
prevent it from entering into the detector region.
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Figure 7.20: Result of K7, — 27° background simulation. The number by each event will be referred

in Table. 7.7.
I L L L L R 1 1 1 N—m
/ O n
emy—
L
Vacuum window 1 T T Tt ]

(0.125 mm-thick polyimide)

Figure 7.21: Mechanism of Kj — 2v background.

of the K7, decay vertex from the beam axis enabled the projection angle of decay two photons to
be smaller than 180° as in Fig. 7.22 and also resulted in large transverse momentum. Generally,
transverse momentum of two-photon system with vertex position Zy iy is written as

rira

e? 1 €2 2 e1e
\/ YRRy RN a1V Y (EEa VB Ea VAR

where e; (i = 1,2) is energy of incident photon, r; and ¢; (i = 1,2) are shown in Fig. 7.22, and
AZ = Zealorimeter — Zvtx- With the true xy vertex, ¢ — ¢o ~ 180°, the third term in the square root
of Eq. (7.20) is negative and resultant transverse momentum is small. However, an assumption of
zero xy vertex leads to zero or positive value of the term due to smaller ¢; — @2 than 180°, and larger
transverse momentum is obtained. In addition, a scattered Ky which decayed at z position close
to the calorimeter has large acceptance and wrong mass assumption made reconstructed z vertex
more upstream to enter the signal region through smaller opening angle from Eq. (4.2). From the
above discussion, the K — 27 decay close to the calorimeter by a scattered K can mimic a signal
event and should be considered as background.

cos(¢1 — ¢2), (7.20)
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Table 7.7: Properties for events which passed all the event selection except Pr and Zyi cuts in
K1 — 27° simulation. Energies and sources of inefficiency for two photons hitting veto detectors
were presented. The event number is indicated in Fig. 7.20.

Event No. Pairing Energyl [MeV] Inefficiencyl  Energy2 [MeV] Inefficiency?2
possible vetol possible veto2
1 even 12.6 MB low energy 464.0 calorimeter edge
- BCV 0.20 MeV (426.5 ns)
2 even 24.1 MB low energy 362.2 calorimeter edge
MB 0.86 MeV (+2.9 ns) BCV 0.25 MeV (-0.1 ns)
3 odd 25.3 MB low energy 3640.9 BHPYV punch-through
MB 1.80 MeV (-9.1 ns) -
4 even 67.0 MB accidental 139.8 calorimeter edge
- MB 1.21 MeV (+0.8 ns)
5 even 83.4 MB accidental 103.6 calorimeter edge
- OEV 1.24 MeV (40.3 ns)
6 even 77.6 FB 93.7 calorimeter edge
FB 1.85 MeV (+10.2 ns) OEV 0.93 MeV (-0.4 ns)
7 odd 32.3 MB low energy 1796.3 BHPV punch-through
8 odd 23.8 MB low energy 2512.9 BHPV edge

MB 1.89 MeV (40.7 ns) -

Method of estimation

Simulation for this background was performed with two stages as was done in K7 — 27% background
estimation in order to obtain high statistics effectively. In this case, K scattering was simulated
as the first stage of the simulation and following Kj — 2y decay was simulated only for scattered
K, which was obtained in the first stage. In the K scattering simulation, particles were stopped
behind the vacuum window and only K with transverse momentum larger than 20 MeV/c was
used for the second simulation. In the following step, K; — 27+ decay was fully simulated for the
selected events and event selection was applied. In total, K; — 27 decay larger than that of data
by a factor of 91.4 was simulated.

Result
Three events were found inside the signal region as shown in Fig. 7.23 and the number of background
due to this decay was estimated to be 0.030 £ 0.018.

7.4.3 K; — 7 71° background

Mechanism

This decay can be a source of background when both of two charged pions are not detected and
both of two photons from 70 hit the calorimeter. Daughter particles tend to go into the forward
direction due to the small Q-value of this decay. Hence, detection of these charged pions at the
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Figure 7.22: zy projection of K; — 2y back- Figure 7.23: Result of K; — 2+ background sim-
ground. ulation.

downstream detectors is critical. In the physics run, vacuum pipe made of 5-mm-thick stainless steel
located between CC05 and CC06 made inefficiency of 7 larger and could give background events
as in Fig. 7.24. A full simulation with comparable statistics with data, whose detail is described
later, was performed and its result is shown in the left of Fig. 7.25. The number of remaining
events in the low-Pr region was (5.2 4 2.1) with all the selection cuts described in Sec. 7.2. This is
consistent with the number of the observed events in the real data, nine events as show in Fig. 7.18.
From this simulation, events in the low-Pr region in the data are expected to come from this type
of events mainly. Fortunately, 7% in the K; — 777~ 7 decay also cannot have large transverse
momentum, the maximum of which is 133 MeV /¢, this background can be avoided by setting a
high Pr threshold. This, however, loses acceptance of signal events and the threshold needs to be
carefully optimized. Simulation with enough statistics is necessary for this purpose.

Method of estimation

Only the mechanism described above was considered for K — 777~ 7" background since simulation
with the whole K — nt7n~ 7" kinematics was not realistic due to the large branching fraction of
this decay (12.54% [16]). Since inefficiency of 7 hitting the beam pipe determine contribution
to background, only their interaction was repeatedly simulated by recycling the specific charged
pions many times, where the event can be background if both of them are not detected. This
“rt recycling method” admits of background estimation with large enough statistics. The actual
procedures are as follows:

1. K — nt7n~ 7% and subsequent 7 — 2+ decay are simulated where only photon tracks are
traced onto a surface of hit detectors.

2. Among the simulated events, those where both of the following conditions are not satisfied
are discarded:

e The true decay z vertex is within the range of 2< z <7 m’®.

"®In case of the K, — w77~ 7 decay, there are basically only two photon clusters and no ambiguity in photon
combination. Hence 7° is always correctly reconstructed within its resolution and this range can completely cover the
Ky —»ata 7 background.
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Figure 7.24: An example of K;, — 7~ 7¥ background.

e Both of the decay two photons hit the calorimeter.

3. Two photons and charged pions are fully simulated for surviving events without overlaying
accidental hits.

4. Background candidate events are selected with cut conditions in Sec. 7.2.2 and 7.2.3 except
ones on Zytx, Pr, CC05, CC06 and BHCV veto removed. Here, the “full simulation” result
(to be) mentioned in Figs. 7.25 and 7.27 is what was obtained without removing veto cuts by
CC05, CC06 and BHCYV in this process.

5. Tracks of 7% in the background candidate events are extrapolated from the decay vertex
position to the downstream of CC04.

6. Extrapolated 7% are fully simulated and analyzed with accidental overlay and reconstructed 7°
information for the event. The same 7% were reused 500 times for each background candidate
event.

In the step 1, almost the same number of the K, — 777~ 70 decay with the real data (99.7%) was
simulated with the branching fraction considered and recycle of 7+ finally gave 498.6 times larger
statistics. Distributions of Pr and Zyt with veto by downstream detectors removed for selection of
background candidate events in the step 4 are presented in Fig. 7.26. Both distribution shows good
agreement between the data and the simulation and this further ensures that the low-Pr events
in the data originated from the K; — nt7~7° decay. In recycling 7, their tracks were once
extrapolated to the behind of CC04 or z = 7650 mm in order to evaluate veto efficiency only by
detector downstream of CC04, namely CC05, CC06 and BHCV. In this extrapolation, u* tracks
were used when 7& decayed before reaching the target z position in the full simulation of the step
3. If the extrapolated xy position was outside the beam hole of CC04 or 87.5 mm square, the track
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Figure 7.25: Result of K — 777~ 7” background simulation. (Left) Result of the full simulation
for the K7, — m7m~ 7% decay with limited kinematics. The square box surrounded with dashed lines
indicates the low-Pr region. (Right) Result with the 7% recycle method.
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Figure 7.26: Distribution of reconstructed 7° transverse momentum (left) and decay z vertex (right)

in the K;, — 7~ x°

simulation and the data with veto cuts by downstream detectors removed.

was not reused as it should hit the CC04 detector and its detection had been already evaluated in
the step 3. In the analysis of simulation output of the last step, veto cuts by all the detectors were
considered so as that effect of accidental loss was taken into account.

Result

The right panel of Fig. 7.25 shows Z,x-Pr distribution in the analysis of the simulation described
above. The expected number of background events are plotted as a function of the P threshold
as well as relative change of signal acceptance in Fig. 7.27. In order to eliminate this background
completely, the lower Pr threshold was determined to be 150 MeV/c and the resultant number of
K — 7~ 70 background was estimated to be (0.0016+0.0016) event.
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Figure 7.27: Result of K — 777~ 7% background estimation. (Left) Distribution of reconstructed
79 Pr for the data and the two kinds of simulations. That for the K; — 7% simulation is also
presented. (Right) The expected number of the K — 77~ 7% background and signal events as a
function of the Pr threshold. The background is estimated with the 7% recycling method.

7.4.4 K; — 37° background

Mechanism

Since the number of photons in the final states of K; — 37° decay is as many as six, this decay
is basically easily rejected and background contribution from this decay is expected to be small.
However, its large branching ratio and possible contribution from decays in the upstream of the
fiducial region can allow this decay to contribute to background with rare topologies. A possible
configuration is illustrated in Fig. 7.28. Three photons from the K; — 37" decay inside the FB
detector have low energy of < 50 MeV and the other three have high energy of > 100 MeV. If one
of the three high-energy photons hit the edge of the calorimeter and is not detected as described in
Sec. 7.4.1, the rest of two photons make two clusters. The two-photon pairing is generally the odd
type and the z vertex position and Py are wrongly reconstructed, which allows Z,, and Pr to be in
the signal box. In addition, the other low-energy three photons are difficult to detect. Eventually no
photons can be detected with high efficiency hence this kind of events can easily behave as a signal.
In order to estimate K7 — 37° background contribution with such a configuration, inefficiency for
low energy photons and that in the calorimeter edge region need to be carefully treated.

Method of estimation

The estimation of K7, — 37° background is based on what was called “fast simulation.” Only K,
decay process was simulated and hit information of each decay particle including particle identifi-
cation (PID), energy, position and momentum were recorded. 7 is reconstructed using energy and
position of two photons on the calorimeter with their resolution considered. When three or more
photons hitting the calorimeter exist, reconstruction is tried for all possible two photon combina-
tions considering a probability that each of two-photon pairs is identified as a single cluster. Event
rejection by veto detectors was evaluated as event weight or a probability where the event survived
as background using inefficiency functions. The inefficiency functions gives detection inefficiency of
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Figure 7.28: An example of K7 — 37° background.

a single incident particles according to its PID, energy, position and angle. Defining inefficiency for
the i-th particle hitting a veto detector in an event as w;, the number of background is calculated

N (PHM), (7.21)

where N is the normalization factor and P denotes the probability that the event is reconstructed as
a two-cluster event, including fusion effect when three or more photons hit the calorimeter. Values in
parenthesis indicates weight for a certain event with a certain fusion pattern. The summation runs
over all simulated events and possible patterns in each event. Inefficiency function for each detector
was obtained from separate simulations of a single photon with fixed incident energy, position and
angle. With this method, the number of background events is estimated with small statistics of
simulation. Since the shower developments are not simulated, it also saves lots of computing time.
On the other hand, careful treatment of inefficiency functions with realistic geometries is necessary.
This was confirmed by comparing results for the K; — 279 mode with this fast simulation method
and the full simulation described in Sec. 7.4.1.

Inefficiency functions

Photon detection inefficiency was evaluated with simulations for each detector. Inefficiency of MB
is given as a function of incident energy and angle as shown in the left of Fig. 7.29. For a photon
hit with a certain energy and incident angle, logarithms of inefficiencies for neighboring simulated
energies and angles are interpolated to calculate inefficiency for the photon. In order to make realistic
estimation of inefficiency around the edge region of the calorimeter, special treatments were applied
for photons hitting this region. Here, the “calorimeter edge region” is defined as shown in Fig. 7.19.
Separate inefficiency functions were newly prepared, where photons with various kinds of energies,
angles and incident positions were simulated with the realistic geometries of the KOTO detector
including the support structures for CV and the cover of the calorimeter. Simulations with 12 fixed
energies, five angles and 15 incident positions were performed. In each simulation, a photon was
shot from the beam axis with a given angle 10* (< 100 MeV) or 5 x 10° (>100 MeV) times. The
number of inefficient events were defined as those with veto energies smaller than thresholds in all of
MB, BCV, OEV, Csl and CV, where the same veto timing width and energy as shown in Table 7.1
was used in each detector. Examples of the inefficiency functions are shown in the right of Fig. 7.29.
Inefficiency gets drastically worse than that of MB when the photon passes through a long distance
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Figure 7.29: Examples of inefficiency function used in the fast simulations. The left one is for MB.
The right is an example for the calorimeter edge region in case that the incident z position at the
radius of 895 mm is z = 6000 mm.

of dead material regions. As for the inefficiency functions of other detectors including FB, NCC,

CC03-06 and BHPV, the detail is described in App. F.

Corrections

The number of background events with Eq. (7.21) was corrected considering various effects which
were not included in the fast simulation: loss by accidental hits and backsplash from the calorimeter,
acceptance difference of the shape x? cut, and other shape related cuts. Accidental and backsplash
losses of acceptance were estimated to be 64.2% in total using signal MC samples, where each loss
was calculated to be 52.7% and 24.3% by taking an event ratio of samples with and without the
accidental overlay, and with the veto cuts included and not ", respectively. Selection cuts related
on the cluster shapes as well as several cuts were not considered in the fast simulation and effects
by these cuts were reflected by multiplying correction factors. Acceptance values by these selection
cuts differed according to types of pairings for two photons used for event reconstruction since
probabilities of two photons’ fusion was calculating using cut efficiency of the shape x? cut. Events
were then categorized into the three types, even pairing events, odd pairing events and fusion events,
and acceptance correction factor was applied for each event type. Correction factors for each event
type are summarized in Table 7.8, which were derived from the K7 — 27 full simulation samples as
event ratios with and without the shape related cuts for each event type. Here, the “shape related
cuts” includes the shape x? cut, the shape NN cut, the photon quality cuts and the kinematic NN
cut. Finally, the normalization factor was given as (the number of K in data)/(the number of
simulated K7), where the number of K, in data was 2.399 x 10! as discussed in Sec. 7.3 and the
number of simulated K, corresponded to 2.0 x 10'° at the end of the collimator for the K — 37°
decay and 1.0 x 100 for the K7 — 27¥ decay.

"9Because both of signal events and K, — 37° background events have two clusters on the calorimeter, backsplash
effect was assumed to be the same.
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Table 7.8: Acceptance correction used in the fast simulation for each event type.

Event type Correction factor

Even 0.6841
Odd 0.5243
Fusion 0.6982

Result
Before examining the result of K7, — 37° background, the fast simulation result for K7 — 27° decay
was compared with full simulation result in order to validate this fast simulation method. Figure 7.30
shows results of the fast simulation for the K7 — 27° mode. The obtained number of background
events was compared with that from the full simulation result described in Sec. 7.4.1 in each region
of the Zyt«-Pr plane. The left of Fig. 7.30 shows which detector system had the largest contribution
to the background. MB and the calorimeter edge had the largest contribution, followed by BHPV
and FB, which was consistent with the full simulation result as shown in Table 7.7. Although
presented values were for events inside the signal region, relative contributions were almost the
same with events outside the signal region included. Although the results from the fast simulation
gave slightly smaller value, these numbers were found to be consistent within statistical uncertainty.
The result for K; — 37" is shown in Fig. 7.31. The number of background events in the
signal region was estimated to be (5.00 4 0.68) x 10~3, which indicated that K; — 37° background
was small enough. As shown in the right of Fig. 7.31, the remaining events were dominated by
contribution from FB, where an incident K decayed inside the detector and three of six photons
had low energy (< 50 MeV) and the rest of three photons had high energy (> 100 MeV). Two
of the high energy three photons formed two clusters to be analyzed and all the low energy three
photons hit the inside of the FB detector but not detected efficiently due to their low energy. Such
events could survived as background when the last high energy photon hit the calorimeter edge with
worse detection efficiency as shown in 7.28. Events where the last photon hit BHPV were also seen.
Energy of such photon varied from several hundred MeV to several GeV and the events would not
be vetoed when the energy was below 1 GeV due to bad efficiency of BHPV for photons with such
energy.

7.4.5 Ke3 and Kp3 background

Mechanism

Only two charged particles are emitted in these decay and they can behave as signal events when
these two charged particles hit the calorimeter and both of them are identified as photons. Although
cluster shape made by charged particles basically differs from that by photons, it is sometimes
undistinguishable. In addition, there is uncertainty in simulations of cluster shapes generated by
charged particles, particularly when hadronic interactions are involved. Inefficiency of CV against
such penetrating charged particles is then critical in rejecting these events effectively. Detection
inefficiency arises from groove regions on the scintillator strip and boarder regions between neigh-
boring two modules as shown in Fig. 7.32, where an absolute photoelectron yield is small due to
thin active region and contribution from such regions can increase inefficiency with the 200 keV
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Figure 7.30: Result of K — 27° background estimation with the fast simulation method. The left
figure shows Z,i-Pr distribution after applying veto weight of all the detectors. The numbers for
each region indicate the number of background events obtained with the fast simulation method
and the full simulation described in Sec. 7.4.1, respectively. The right one shows the number of
background events related to each detector.

detection threshold '°. Below, “groove regions” shall also include boarder regions. Enough number
of light yield per energy deposit is helpful to make such inefficiency small and reduce this type of
background events. Although it is confirmed that the light yield requirement is successfully satisfied
for the design sensitivity of this experiment [32, 8], the evaluation was based on tight threshold of
100 keV, which might not be appropriate for this physics run with much worse sensitivity. Since
a tight threshold of CV causes a large signal loss due to a backsplash effect from electromagnetic
showers in the calorimeter, it is desirable to set the threshold as loose as possible within a tolerable
background level. Evaluation of Ke3 background hence needs to be considered for optimization of
the CV veto threshold.

Evaluation of CV veto performance

Evaluation of inefficiency against penetrating charged particles in CV is a key to understand this
background as already mentioned above. Although photoelectron yields obtained from measurement
for the real detector are taken into account as described in Sec. 5.4.2 with corrections for various
difference of experimental conditions, it is still worthwhile to validate implemented detector response
with the real data. For this reason, in-situ inefficiency was evaluated with data taken in this physics
run prior to estimation of background, where CV response in a Ke3-enhanced sample was compared
between the data and the full simulation.

Events by the minimum bias trigger data, described in Sec. 3.3.3 was used and the same event
selection with the previous section (Sec. 7.2) was applied except for CV veto. To enhance Ke3 com-
ponents, several kinematic selections are removed or changed: the 7¥ kinematic cuts and selections
on neutral net values, cluster sizes, energy ratio, e, reconstructed z vertex (Zytx) and transverse

“10 A5 another source of inefficiency, cutout holes with a size of 0.6 x 0.6 mm?, which is needed to fix modules, can
also contribute. This effect, however, is not included in the simulation and not considered as background, since the
effect is measured to be small enough [83, 84] and basically threshold-independent.
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Figure 7.31: Result of K; — 37" background estimation with the fast simulation method.

momentum (Pr) are removed. In addition, the shape x? value for the larger energy photon is
required to be smaller than 5 and that for the smaller energy photon larger than 5 since et from
Ke3 decay deposited its all energy through electromagnetic shower and its cluster has the same
shape with photon incidence while a charged pion is expected to lost its energy partially and have
a different cluster shape from a photon. Finally, hits in the front plane are required for further
purification of Ke3 decay events. Here the hit in the front plane is defined as the largest energy
deposit among all modules in the front plane, whose timing is inside the veto window, exceed the
veto energy threshold of 200 keV. Distribution of veto energy of the rear plane, which is defined as
the same way with that of the front plane, is shown in Fig. 7.33.

Inefficiency for the data and the MC was calculated by counting the numbers of events below the
veto threshold and found to be (3.45+1.41) x 107° and (2.9141.72) x 1075, respectively. Although
inefficiency only for the rear plane was evaluated, these values agree well and this validates the CV
detector response implemented in the simulation.

Background estimation

Now it was found that the CV inefficiency is well reproduced in the MC simulation, expected
background contribution in this analysis was evaluated by using the MC simulation. As is the same
with the other K7, main decays such as Kj, — 7770, it is not realistic to accumulate large enough
statistics with the full simulation method. Therefore, the source of inefficiency was assumed to come
only from the detector responses of CV, and its detector responses were repeatedly simulated only
for background candidate events as was done in the K; — 77~ 7® background estimation in
Sec. 7.4.3.

First, background candidate events were chosen from the MC sample for the Ke3 decay, where
all the CsI cuts except for the shape x? and no selection by veto detectors were applied. Removing
the shape x? cut by assuming no correlation between this cut and groove contribution is an effective
way to obtain higher statistics with limited computing time, with which larger samples by a factor
of 14.0 were obtained. Statistics of the background candidate events is critical due to the following
reason. As already discussed, groove regions in the scintillator strip module is a main source of
inefficiency and the background candidate events should contain a sufficient number of events where
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Figure 7.32: Ilustration of CV inefficiency due to its groove (left) and boarder (right) regions.
The middle distributions show observed energy distribution deposited at the hit module for normal
regions and groove regions.

all charged particles pass groove regions and only small energy deposition is obtained. Since the
area ratio of groove regions is 10%, the probability with all charged particles in the Ke3 and K u3
decay hitting the groove region is roughly estimated as (10%)* = 10~*, where hits are observed
basically in four modules: two charged particles for the two layers. The number of background
candidate events hence must be much larger than an inverse of this value so that lots of such events
with small energy deposition are included. For this purpose, Ke3 decays corresponding to 10°
K, incidence were simulated and 443,006 events were obtained as background candidate events.
Distribution of MC true energy deposition in each module is shown in Fig. 7.34. The smaller peak
around 0.3 MeV in the red histogram corresponds to hits in groove regions. In case that all charged
particles hit groove regions, the maximum energy deposit, whose distribution is indicated by the
black histogram, should be around this region. Approximately 20 events were obtained as this type
of events, which were enough to estimate groove contribution. For each background candidate event,
only simulation of veto detector responses and accidental overlay was repeated 1,000 times using
the same MC energy deposition information so as to obtain enough number of statistics. Here,
statistical fluctuation of observed energy in each CV module was mainly simulated. Accidental
overlay was also included in order to take background contribution due to accidental activities into
account, whose detail is discussed in Sec. 7.4.6. The veto cuts were then applied and the number
of background events was counted, which was corrected with efficiency of the shape x? cut. Since
there was difference in selecting the background candidate events other than the shape x? cut for
technical reasons, this effect is also considered by multiplying a correction factor. The detail of this
correction is described in App. G. Thanks to this recycling, the final statistics reaches 203 times of
the data.

Result
Figure 7.35 shows the simulation result. As is seen in the left figure, many events survives without
CV veto. The right figure shows CV veto energy distribution for events inside the signal, which

154



CHAPTER 7 Analysis for the K1, — 70uT Search

-----

Maximum in an event

10

s SE
2 — Ke3 MC ] E T TTT—
104 = = - T ~
9 — Ku3MC g F , —— |
S — OtherK, MC SwE -
310 8 r — X
£ E T
w w02 E *
10° 2 +

All modulesin an event

m’;‘—' |||||||I T |||||||I T |||||||I T |||||||I TT1T
= =)

i

T T T
1 2 3 0 01 02 03 04 05 06 07 08 09
Maximum energy deposit in the CV rear plane [MeV] CV module ener gy deposit [MeV]

o

Figure 7.33: Validation of the CV detector re- Figure 7.34: Distribution of true energy deposi-
sponse for the Ke3 background estimation. Veto  tion in the full simulation of the Ke3 mode.
energy distribution for the rear plane is shown

for the data and the simulation. The vertical

line indicates the detection threshold.

was obtained as a result with the above processes. The threshold value of 200 keV is found to be
necessary in order to make this type of background small enough and this value was chosen as the
energy threshold of this detector. With this threshold, one event survived in the signal box and
background contribution was estimated to be 0.0045 + 0.0045. This event was caused by “masking
inefficiency,” due to accidental hits, where all of four hits on CV were disabled by four hits from
accidental activity in the same modules. Although there was an additional hit which came from
one charged particle track of two passing through a module boundary and it did not suffer from
masking effect, its energy deposition was too small to be detected Detail of this kind of background
is described in the next section (Sec. 7.4.6).

Additional contribution from the Kp3 decay can also exist as a similar type of background.
However, this mode has the slightly smaller branching ratio than the Ke3 mode and rejection by
the shape x? cut is stronger, since both charged particles give clusters with different shapes from
ones made from electromagnetic showers while e in the Ke3 decay gives a photon-like cluster.
Contribution of this decay is hence expected to be much smaller than that from the Ke3 decay and
was neglected.

7.4.6 Background due to accidental activities

Mechanism

As described in Chap. 4, larger single counting rates in detectors can cause an overlap of pulses
and result in wrong timing calculation, which gives a new source of inefficiency in addition to
intrinsic one for the detector. Below, this kind of inefficiency due to wrong timing calculation is
referred to as “masking” inefficiency and subsequent background as “masking” background. The
situation in the physics run was serious from this point : Fig. 7.36 shows counting rates for the
MB modules measured with TMon trigger data with simulation expectation. Particularly in outer
modules with module ID equal to or larger than 32, observed counting rates were much higher than
the simulation expectation. From the right of Fig. 7.36, existence of an unexpected flux, which
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Figure 7.35: Results of the simulation for Ke3 background estimation. (Left) Distribution of z
vertex and transverse momentum of reconstructed 7° without CV veto. (Right) Distribution of CV
veto energy for events inside the single box in the left figure. Entries in both figures are scaled to
the number of events in the data.

is likely to be neutrons from the primary beam line, is indicated. The typical value of 100 kHz
corresponds to the 5% probability to have accidental hits in the 500-ns time range of a single event.
In the most pessimistic case, additional inefficiency of this order can occur which is much larger
than typical requirement of 10~4"1!. More realistic estimation of inefficiency is shown in Fig. 7.37,
where monochromatic energy photon incident on the MB detector was repeatedly simulated and
detection efficiency was calculated with and without accidental overlay. With the constant fraction
timing as described in Sec. 4.2.1, inefficiency for high energy photons is expected to get larger by a
factor of 10 or more due to masking effect, while kept at the same level as those without accidental
overlay when timing was defined with the parabola fitting. Increase of inefficiency by accidental
activities is then found to be sensitive to methods of timing calculation and careful treatments in
timing simulation are necessary in evaluation of background.

Another point to be considered is correlation among modules with accidental hits. In case of
the Ke3 and Kpu3 decays, for example, naively four hits exist in CV and if two Ke3 or Ku3 decays
happen with close timing each other and daughter charged particles hit the same modules, timing in
all hit modules would be wrongly calculated and the event failed to be rejected. This “synchronized
masking” effect can give larger background than simple product of masking inefficiency of each hit
module hence masking background needs to be considered event by event, not track by track as
done in the fast simulation for K7 — 37° background.

Method of estimation

Since background due to masking of signal timing can occur all the decay modes so far mentioned
except the Ky — 27 decay, background contribution was estimated for the K, — mev,, K — muv,,
K — 37 K; — ntn 7% and K — 270 decays. For the K; — 27" decay, masking effect is
already taken in consideration in Sec. 4.2.1 and consistency is confirmed by comparing results.
The procedure of estimation is almost the same with that for Ke3 background in the previous
section. For each mode, background candidate events from initial simulation samples, where the

"Since there are basically two photons hitting veto detector, required inefficiency is given as square root of the
ratio of sensitivity to the K — 27 branching fraction, or ~ ((3.00 x 1071)/(8.64 x 10™%))*/2 as a rough calculation.
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Figure 7.36: (Left) Single counting rate in each MB module. TMon trigger data which was taken
parallel with the physics data was used and subsequent DAQ dead time is considered in the MC
result. (Right) Illustration of the module number assignment in MB. The detector was seen from
the upstream direction.

above five decay modes were fully simulated with Kps incident at the exit of the collimator. As
already mentioned in Sec. 7.4.5, the selection cut set was slightly different also in this study, which
is considered later. Events were reconstructed and background candidate events were selected by
applying all the selection cuts on the calorimeter, any information from veto detectors was not
used. For each candidate event, detector response simulation was repeated and veto decision was
made to count the number of background events with all visible hits in veto detectors masked. In
this process, timing of each module used for veto decision was calculated with the parabola fitting
method. Statistics used for this background estimation was summarized in Table 7.9. Recycle of
the same events many times made it possible to have larger statistics. The number of events inside
the signal box was finally scaled to the number of background events in the data with correction of
selection cut difference as described in App. G.

Result

Figure 7.38 shows the result of the simulation of the Ke3 mode. Masking in CV is a key in
this background. The parabola fitting method reduces the probability of wrong timing calculation
coming from accidental activities because the genuine pulse is more correctly identified with this
method than the constant fraction method as discussed in Sec. 4.2.1. Wider veto window is also
helpful for reduction of this type of background since larger timing shift due to accidental hits
is allowed. The right of Fig. 7.38 shows the minimum timing difference from the nominal veto
timing among hit modules in masking background events, where distribution is compared between
the parabola fit method and the constant fraction method. Here, a module hit was defined as
energy deposit larger than 200 keV, the same threshold used in other analyses. The tail component
in the timing distribution is drastically reduced with the parabola fit method and the number
of background events itself gets much smaller. By defining veto timing width as +40 ns, masking
background from the Ke3 decay expected to be reduced small enough and the number was estimated
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Figure 7.37: Simulated MB inefficiency for monochromatic photons with underlying accidental
activities. The left (right) figure is a simulation result where photons were injected with 45° (90°)
to the detector.

Table 7.9: Summary of simulation samples used for estimation of background due to accidental
activities. “Statistics” here was defined as equivalent number of K at the collimator exit, where
branching ratio for each mode was considered. The numbers in parenthesis are ratio to the number
of K, in data.

Decay Mode  Initial statistics Candidate events Repetition Final statistics

K — meve 3.9 x 107 (1.6%) 50,662 20,000 7.9 x 10'3 (330)
K — mpy, 1.8 x 109 (0.8%) 720 20,000 3.7 x 10'3 (150)
K; — 3n° 7.7 x 10% (0.3%) 85,617 20,000 1.5 x 1013 (64)
Kp—ntn % 4.0 x 10° (1.7%) 9,448 20,000 8.0 x 103 (330)
K —2r° 6.9 x 10! (2.9) 715,126 100 6.9 x 10'3 (290)

to be 0.0027 £ 0.0027 event, which is consistent with estimation in Sec. 7.4.5. Since 0.50 event is
expected with the constant fraction method and 4+10 ns veto timing window, the parabola fit method
and the wide veto window work well for background reduction.

For other modes, Z,ix-Pr distributions for masking background events are shown in Figs. 7.39.
One event remained in the signal box for the K7 — 37% mode and no events survived in the Kpu3
and the K;, — 7nt7n~ 7% modes. In the K — 27° mode, masking background contribution was
estimated to be (0.055+0.013) for all the region in Zy-Pr distribution, where an event apparently
not coming from masking effect was removed. This number is consistent with the full simulation
result of 0.045 events, where this value was obtained by summing weights of the two events due
to masking inefficiency in Table 7.7. This agreement validates the recycle method used in this
background estimation.

As the final background contribution, the results only for the Ku3, K; — 37° and K; —
77~ 70 modes were considered since background due to masking inefficiency is already included in
the K7, — 270 and the Ke3 modes as described Sec. 7.4.1 and Sec.7.4.5, respectively.

158



CHAPTER 7 Analysis for the K1, — 70uT Search

7 F
o
— 500 n = 10 Constant fraction method
O oy ~ =3
S iKe3 masking BG MC =T
© 450F 3 r
g.-_ 2005 10 s L Parabola fit method
o 0% 5,0
E 350 E
8 - E
@ 300F ' B
250 1L veto
E 10° E
200 = - 10t g <
E - o
150; - - -
E 2
100E- = - = 102 10%¢
: SR
- C L L
{000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000 0 40
Rec.m’Z , [mm] Hit timing from the nominal veto time [ns]

Figure 7.38: Result of masking background for Ke3 mode. The left panel shows Zx-Pr distribution
after applying all the veto cuts. The right one shows comparison of veto timing between the constant
fraction method and the parabola fitting method for events inside the signal region.

7.4.7 Upstream neutron background

Mechanism

Neutrons in the beam halo region would be serious sources of background as discussed in Sec. 2.1.4.
One possible mechanism to generate neutron background is 7% production as a result of their inter-
action with detector materials. The NCC detector is the main source of halo neutron interaction.
In the Z,tx-Pr distribution of Fig. 7.18, there can be seen a cluster of events whose z vertex is
reconstructed in the NCC z position. In these events, reconstructed z vertex positions can shift to
the downstream direction and might be in the signal region when energies of two photons from 7°
generated inside NCC are wrongly measured due to shower leakage or photonuclear effect. Since
this type of events was the main source of background in the previous KEK-E391a experiment [15],
various hardware upgrades have been made for background reduction as follows:

e improvement in the collimator design to reduce halo neutrons,

e shift of the detector position upstream for better separation of the 7° generation point and
the signal region,

e upgrade to the fully-active detector with cesium iodide crystals,

e more radiation length in the calorimeter to reduce wrong energy measurement due to shower
leakage,

where the full-active feature allows more rejection with secondary particles generated at the same
time with 7°. The ratio of radiation length to hadronic interaction length becomes slightly smaller
with cesium iodide crystals than that of the sampling calorimeter with lead and plastic scintillator,
which was used as the upstream collar counter in the previous experiment, and this helps more
conversion of photons from 7¥. Still control of the neutron flux and understanding their interaction
is difficult and this expectation needs to be carefully confirmed.

Method and result
Halo neutron MC samples obtained as a result of the beam line simulation was used for estimation
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Figure 7.39: Results of the masking background simulations for the other modes. In the K3 mode,
no events survived in the whole Z,ix-Pr plane.

of background contribution. Since it was difficult to understand the halo neutron flux and its energy
spectrum and its spatial distribution as well as their interaction completely, the number of survived
events around the NCC region, namely Zyix < 2900 mm, was scaled so as to be the same with the
measurement data. In addition, the beam position was shifted by 12 mm from the nominal position
in the 2 direction so that more neutrons hit the detector and 7% production was enhanced.

To confirm validity of the simulation, energy and Pr distributions in the NCC 2z region are
compared with data as in Fig. 7.40. In both distribution, the simulation results well reproduced
the data. The result of the simulation is shown in Fig. 7.41. One event was found inside the signal
region, and the number of background was estimated to be (0.055 & 0.055). In the survived event,
one of the two clusters on the calorimeter derived of a secondary neutron generated in interaction
between a halo neutron and the detector.

7.4.8 Hadron cluster background

Mechanism

As the second possible background contribution of neutrons, direct incidence of halo neutrons into
the calorimeter needs to be considered. In such case, an incident primary neutron causes hadronic
interactions and forms a primary cluster. In the interactions, a secondary neutron can be emitted
and it make a secondary cluster after traveling inside the calorimeter. Finally, two clusters are
observed without hits in any veto detectors, hence this event can mimic a signal event. A key
to reduce events of this type is difference of cluster formation mechanism between neutrons and

160



CHAPTER 7 Analysis for the K1, — 70uT Search

T O T 3sF
§ 40E- — — Neutron MC g 30; e — Neutron MC
(@) 35? E I
8 3o —¢— | Daa 8 255 _ L |-e—Daa
8 25E ‘s 20F-
5 20 = F + S
< E c 15—
W5 % Yo
10E- E q:
5E- — — SE —+=
o r\:E 4¢7\ 1 o n? re——r— I I ———
v ® T9E } ——
o 1@? ; + % o 1.;; +
S 08F S 08F +
B 06F B 0.6F %
g 04F ® 04F
e 9 1000 2000 3000 8 o 100 200 300 200
Rec. € energy [MeV] Rec. ™® P [MeV/c]

Figure 7.40: Comparison of the data and the neutron simulation for energy (left) and transverse
momentum (right) of reconstructed 70, All the selection cuts except those on Pp and Z, are
applied and Zyx < 2900 mm is required.
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Figure 7.41: Result of an estimation for upstream neutron background.

photons. One example is cluster shape difference, where in background events clusters are basically
formed as a result of neutron hadronic interaction, not electromagnetic interaction by photons.
Hit timing difference of two clusters is another information which can be used for background
discrimination, since there exists timing delay due to traveling of the secondary neutron while two
photons from 7¥ basically hit the calorimeter simultaneously.

Method and result

Since a reliable simulation of such interaction is difficult due to uncertainties of incident halo neutron
information and their interaction with the calorimeter in simulations, data taken in the aluminum
target run was used as a control sample of such neutron events. In the aluminum target run,
neutrons in the beam core hit the target and are scattered to hit the calorimeter directly. If
such a neutron gives a secondary cluster, its response such as Zyix-Pr distribution, for example,
is expected to be the same with those caused by halo neutrons. In the real case, there is some
discrepancy in distributions, probably reflecting incident energy difference between halo neutrons
and scattered neutrons in the beam core. By weighting events in the aluminum target runs so that
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Figure 7.43: Result of an estimation for hadron cluster background. The left figure shows Zix-
Pr distribution with the shape-related cut removed in the physics data and the right one Zyi«-Pr
distribution with the shape-related cut removed in the aluminum target run data.

the distribution of larger energy of two clusters agrees between these samples as shown in the left
panel of Fig. 7.42, various distribution gets consistent with each other. An example of two-photon
energy ratio distribution is shown in the right panel of Fig. 7.42. This validated use of the aluminum
target run data as a control sample to estimate this type of background in the physics data. Since
statistics of the target run was too poor to be applied by he same selection cuts with the physics
data, reduction by the cluster-shape-related cut was separately evaluated from the physics data
and this factor was applied to the aluminum target run data to obtain the number of events in
the signal box. Here, the cluster-shape-related cut means to apply the shape x? cut and the shape
neural net cuts simultaneously. The reduction factor was estimated using side band events and
obtained as (1.07 & 0.76) x 1073, This factor was multiplied for the number of events inside the
signal region in the corrected aluminum target run data, where all the selection cuts except for the
shape-related-cut were applied. The Z,-Pr distribution is shown in Fig. 7.43. Here, the control
sample was scaled so that the number of events in the region 5 agrees to that of the physics data
with the kinematic NN cut removed. As a result, background contribution from this hadron cluster
events was estimated to be (0.18 + 0.15) event.
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Figure 7.44: Comparison between observed and expected number of events outside the blind region.

7.5 Result of the K; — 77 analysis

7.5.1 Summary of the expected numbers of background

K1 and neutron background was studied and the total contribution inside the signal region was
estimated to be (0.36 & 0.16) event as already presented in Table 7.6.

Figure 7.5.1 shows comparison of the observed numbers of events outside the blind region with
the expected numbers of events in each region of the Z,i-Pr plane. Although larger statistical
uncertainty exists due to small number of observed events in data, they were consistent in every
region and reliability of the background estimation as described in Sec. 7.4 was confirmed.

7.5.2 Single event sensitivity

It is convenient to define a value which shows capability to search for the K — 7’vv¥ decay in
this analysis, particularly in setting an upper limit. Such a value is called Single Event Sensitivity
(S.E.S.), which is given as the branching fraction to expect a single event observation. This is
calculated from Eq. (7.7) by substituting Nge = 1, or

S.E.S. = L (7.22)

S Niorm X Esig’ '

where Nporm is the normalization factor or the number of incident Kps available in the analysis
and e, is signal acceptance evaluated with the MC simulation. Using Nporm = 2.399 X 10! as in
Sec. 7.3.5, and the acceptance value of 3.25 x 1074, the S.E.S. value in this analysis was obtained as

S.E.S. = (1.29 & 0.04stat. £ 0.104ys.) x 1075 (7.23)

This value is close to that in the final analysis of the previous experiment (KEK-E391a experiment
[45]), 1.11 x 1078, even with the short beam time of 100 hours.
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Figure 7.45: Final Z,-Pr plot after opening the blind region.

7.5.3 Unblinding the signal region

The Z,x-Pr distribution after applying all selection cuts, including both for Csl and veto detectors,
is presented in Fig. 7.45 with unblinding of the hidden region. One event was observed inside the
signal region, which was consistent with the expected number of background. An upper limit with
90% C.L. was then set as follows, regarding this event to be a signal event conservatively,

Br(Kp — 'vp) < 5.1 x 1078, (7.24)

here, Poisson statistics was assumed for upper limit calculation and the error on S.E.S. was taken
into account following the method in Ref. [107].

7.6 Discussion

7.6.1 The observed event

The calorimeter event display for the single observed event is shown in Fig. 7.45 and its kinematic
variables are shown in Fig. 7.47 and Table 7.6.1, In Fig. 7.47, their distribution obtained with the
K — 707 simulation sample is also drawn. At a glance, behaviors of the event are like signal
events. Waveform for all the veto detectors were also examined and those for some channels are
shown in Fig. 7.48. Although hits with small energy deposit were detected in some detectors, namely
MB, CV, these are much smaller than the detection threshold. The position of the module with
hits in CV is far from both clusters on the calorimeter, which means this small hit is not derived
from inefficiency of the detector as described in Sec. 7.4.5. For other detectors, no significant
energy deposit were found, which indicates this event was not caused by masking inefficiency due
to accidental hits.
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Figure 7.46: Hit pattern in the calorimeter for the observed event. Hits with energy deposit smaller
than 2 MeV are ignore. Cross marks indicate reconstructed photon hit positions. Crystals sur-
rounded red (green) boxes are isolated hit crystals which are (are not) regarded as simultaneous
hits.

7.6.2 Possible interpretation of the event

Although the observed number of events is consistent with the background expectation, this can
be also interpreted as a Kj — 7’vv “signal” event with the branching fraction of 1.29 x 1078, for
example . Basically, sensitivity in this analysis is one-order of magnitude larger than the Grossman-
Nir bound for the K; — m'v¥ decay, 1.4 x 1079 as given in Eq. (1.41), and it is difficult to
think a new physics effect gives such a large branching fraction. However, recently Ref. [109] has
pointed out that an existence of a Weakly Interacting Light Boson (WILB) X° allows a larger
K; — mv7 branching fraction than the conventional Grossman-Nir bound through the process
K — 7°X% X0 — (invisible) with X mass close to that of 7°. The conventional Grossman-Nir
bound was calculated from the result of K™ — 77 v¥ in the BNL E949/E787 experiment [32], where
there existed “kinematic exclusion region” in 7+ momentum to avoid background from other KT
decays. One of the excluded momentum was 205 MeV /¢, which corresponded to missing mass of
70, considering the K+ — 770 decay. This is because inefficiency for photons from 7° decays was
so large that background was not reduced to be small enough compared to an expected amount of
Kt — ntuw events. If a WILB XY exists and its mass is around that of 70, a large branching ratio
for the K+ — w7 vw decay is possible through the process of Kt — 77 X% X% — v& and this could
also give a large decay rate of K; — 7°v¥ with a similar process. An experimental limit for such a
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Figure 7.47: Distributions of kinematic variables for the event. Histograms are results from Kj —
7907 signal MC and blue lines show the accept region. The value for the one event is indicated
with a red arrow in each distribution, where the smallest distance from the dead channels of this
event was 554.9 mm, outside of the histogram range.
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Figure 7.48: Waveform of veto detectors in the observed event. For each detector, a channel with
the maximum energy deposit was selected. In detectors with both-side readout, waveform of its
partner channel is also presented. Black dots and red stars show waveform of raw data subtracted
by pedestal and after smoothing process, respectively. The blue dashed line indicates the nominal
timing of hits for the detector and blue arrow indicates detected hit timing with the parabola fitting

method.
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Table 7.10: Cur variables of the observed event.

Y1 Yo Selection criteria
Energy [MeV] 519.4 357.4 >100, <2000
botion o] 574 aais Mol o) > 150, VT < 850
Cluster size 13 9 >5
Cluster RMS [mm] 35.0  20.8 >10
Shape 2 3.5 3.5 <4.6
70 Zytx [mm] 4437.6 >3000, <4700
70 Pr [MeV/(] 170.9 >150, <250
Vertex time difference [ns] -0.0032 >-2, <2
Kinematical NN value 0.867 >0.67
Shape NN value 0.988 >0.8

process in K decays is obtained as
Br(KT — 77 X% < 5.6 x 1078 (90%C.L.), (7.25)

from the data set of the E949 experiment [113]. This bound is recast as “Grossman-Nir bound for
K — X% by multiplying a factor of 4.3 and it is calculated as 2.4x10~7. Unlike K T experiments,
background in the KOTO experiment is not sensitive to pion momentum hence sensitivity similar
with the K7 — 77 decay is expected for this process. Acceptance calculation result for this
process is shown in the left of Fig. 7.49, where invariant mass of two neutrino system was calculated
from MC true information and this was limited within 135 £ 5 MeV/c? in the K, — 7'vw MC
sample. Acceptance values for other X% mass regions was also calculated as shown in the left
panel. When X° mass is light, a decay 7° has large transverse momentum and larger acceptance
is expected. For X° with 70 mass, the acceptance value was larger by a factor of 1.35 than the
K1 — m™v¥ decay and corresponding S.E.S. is 0.95 x 1078, Assuming the observed event to be a
signal event, the upper limit is obtained as

Br(Ky — mX") < 3.8 x 107° (90%C.L.), (7.26)

which is much more stringent than the indirect limit obtained from the E949 experiment.
According to Ref. [109], Z’ boson in the gauged L, — L, model [110, , 112] was considered
as a candidate for X, where s — d transition with Z’ occurs through mixing of the standard
model quarks with vetctor-like doublet @ and singlet U, D quarks as a diagram shown in Fig. 7.50.
Figure 7.51 shows allowed region of Yukawa couplings Y. and Yy¢. The left top and right bottom
corner region was excluded by Eq. (7.25) and the final result of the E391a experiment [15], each of
which is shown with grey color and blue lines, respectively. The red dashed lines show exclusion when
the conventional Grossman-Nir bound was applied to the process of K — 7°X% X% — (invisible).
Curved lines indicate corresponding branching fraction of the decay ¢t — c¢Z’ and the black dashed
line shows a reasonable Yy, region, considering |Yy/.| should be smaller than |Yz| in general. Light
green bands indicate 20 allowed regions from slight excess observed in the B — KTvis search by
the BABAR experiment [114], which is consistent with one event observed in this analysis.
Needless to say, the number of observed events was also consistent with the background expec-
tation and the above discussion must be confirmed by further searches with larger statistics and
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Figure 7.49: Acceptance for the process of K, — 7°X° X° — (invisible) in this analysis obtained
from the K; — 7% % MC sample. The left panel shows Zyi-Pr distribution when X mass is 7°
mass, or 135+ 5 MeV/c2. The right one is acceptance dependence as a function of X mass. The
blue line shows an acceptance value for the K; — 7°v¥ decay and its statistical error of the MC
sample is indicated with the dashed lines.

more control samples for better understanding of background events. The strongest emphasis then
is put on more reduction of background and control of them. Below, prospects for the next and far
future runs are discussed.

7.6.3 Further background suppression

The sensitivity of this K7 — w07 search was just the same level of the previous analysis [45] and
higher sensitivity must be achieved for the search of physics beyond the standard model. Further
background suppression was necessary and this was discussed in the following.

K1 — 27° background

Background contribution from the K; — 27° and K; — 37 decay with future conditions was
estimated with the fast simulation method, which was used to evaluate the K7 — 37° background
in Sec. 7.4.4. Inefficiency functions were updated to reflect different detector conditions for further
background suppression, while signal acceptance including selection cuts and loss from accidental
activities was assumed to be unchanged. Two kinds of future conditions as summarized in Table 7.11
were considered. In the condition A, BHPV was upgraded with additional four modules to have more
radiation length (4Xy — 6Xg) for reduction of the punch through probability. The guard counter,
which was mentioned in Sec. 6.5.1, was also introduced and it was assumed to reduce efficiency
deterioration in the BHPV edge region completely. These additional detector were already installed
for the next physics run in 2015. For other existing detectors, thresholds were tightened as shown in
Table 7.11. The acceptance decrease was evaluated using signal MC samples by tightening threshold,
and it was found to be 52.0% of the current value. The number of K; — 27% and K; — 3n°
background was estimated to be (4.13 + 0.42) x 1073 and (6.0 4= 1.2) x 10~*, respectively, when
scaled to the sensitivity obtained in this analysis. This meant that a search with better sensitivity
by a factor of 21 than this run would be possible with background contribution from the Kj — 27°
and K; — 37° decay reduced small enough, or less than 0.1 event. This sensitivity exceeds the
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Figure 7.50: Diagram of K; — 7°Z°. Quoted Figure 7.51: Allowed region of Yukawa couplings

from Ref. [109]. Yy and Yy with Z’ mass of that of 7°. Quoted
from Ref. [109]. Explanation of each component
is given in the main context.

current Grossman-Nir bound. As the remaining K; — 27° background mostly originated from
MB and the calorimeter edge region, improvements of veto in this systems were necessary to reduce
background and perform a search with higher sensitivity. In the condition B, thresholds for MB and
BCV were further tightened and additional lead-scintillator sampling layers of 5Xy was assumed
to be introduced. With this condition, background events were estimated to be (2.7 + 0.3) and
(0.9 +£0.2) for the Kz, — 27° and K — 37° mode, respectively, where the number of events were
scaled to S.E.S. of 8.8 x 1072, This number allows a search for the signal event with a signal
to noise ratio of 0.9 when only these decay modes were considered as background sources and the
standard model branching fraction is assumed.

K1 — ntn 7% background

Improvement of veto efficiency for charged pions in the downstream detector system is necessary for
further reduction of this background. Introduction of an additional detector to cover the downstream
beampipe significantly improves detection efficiency of such charged pions and K; — 7 0
background is expected to be reduced further. A simulation study with scintillator surrounding the
outside of the beam pipe, which was relatively easy since vacuum related works were not involved,
showed that the number of K;, — 77~ 7% background with 130 MeV /¢ Pr threshold would become
10% of the current level. Assuming the same reduction factor for 150 MeV /¢ Pr threshold, the
number of K, — n+ 7~ 70 background will be O(0.1) event for S.E.S. larger by a factor of 1,000 of the
current level and still small enough. More reduction, with scintillator covering inside surface of the
beam pipe, for example, would allow the Pr threshold to be lowered and improve signal acceptance
and such an effort is worthwhile in order to achieve higher sensitivity in this experiment.

T

Background due to accidental activities
A finite number of background was expected in K7 — 37" and K; — 27° modes and masking
background would become non-negligible background in a search with higher sensitivity. even
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Table 7.11: Veto condition for future setup. Threshold for detectors with an asterisk(*) was con-
sidered only in calculating acceptance. The number of BHPV modules was assumed to be twelve
in the acceptance calculation.

Detector Threshold in this analysis For condition A  For condition B
MB 2 MeV 1 MeV 0.5 MeV
BCV 1 MeV 0.3 MeV 0.1 MeV
CV 0.2 MeV 0.1 MeV 0.1 MeV
FB, NCC, OEV 2 MeV 1 MeV 1 MeV
*LCV 0.6 MeV 0.3 MeV 0.3 MeV
CC03-06 (CsI) 3 MeV 1 MeV 1 MeV
*CC04-06 (Scintillator) 1 MeV 0.5 MeV 0.5 MeV
*BHCV 0.3 MeV 0.3 MeV 0.3 MeV

BHPV (12 modules) (16 modules) (25 modules)
Relative acceptance 1 0.52 0.37

though the parabola fitting method was used. Waveform analysis with a template fitting method
[90] is a powerful tool for identification of multiple pulses in an event [99]. Figure 7.6.3 shows
waveform for the remaining event in masking background estimation of the K; — 37" mode, where
two kinds of waveform analysis methods were applied and their performance was compared. Larger
pulse than genuine one was overlaid as an accidental hit and the event failed to be rejected due
to wrong timing with the parabola fit method as indicated with the green arrow in the left figure.
A result with the template fitting method is given in the right of Fig. 7.6.3, where timings of two
pulses were properly calculated. Figure 7.6.3 shows comparison of two-pulse-separation efficiency
between the parabola fitting method and the template fitting method. Two pulses as close as 30 ns
to each other are separated with the fitting method while worse efficiency even for more distant
two pulses was obtained with the parabola fitting method. Although pulses which are closer in
timing than this value is not separated, possible timing shift would be accommodated within a veto
window used in this analysis for the physics run and the separation inefficiency in this range is not
a problem. Consequently, masking background is expected to be reduced.

Neutron background

Although neutrons were the main sources of background in this physics analysis, understanding
of their mechanism is not enough due to the limited data set for control samples. For better
understanding of these neutron background and further reduction of them, more control samples
with various conditions and larger statistics are necessary as well as efforts to reduce halo neutrons
themselves. As was used in Sec. 7.4.8, inserting materials inside the beam core is an effective way to
obtain neurons samples. Additional targets with different positions and different amount of material
have been installed for the next physics data taking in order to obtain further control samples. For
reduction of the halo neutron flux, the upstream vacuum window, as mentioned in K; — 2v
background (Sec. 7.4.2), has replaced with thinner one in order to reduce scattering of neutrons in
the beam core. Proper alignment of the two collimators [(1] was necessary to minimize the number
of halo neutrons and a new beam profile monitor has also been newly introduced, with which their
alignment and monitoring of their in-situ status is achieved during the physics data taking. Efforts
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Figure 7.52: Results of the two different waveform analysis for the remaining event in masking
background estimation for the K; — 37° mode. The left (right) figure shows an analysis result
with the parabola fitting (template fitting) method. The thin green line in the left figure shows a
parabola function and the green arrow shows timing determined by this function. The red arrow
indicates timing of the genuine hit. Veto window of +30 ns range is also shown with purple band in
the left figure. Original figures were provided by Y. Sugiyama and some modifications were applied.

in analysis are also of great importance and various studies are in progress such as measurement
of the flux with the NCC detector, improvement of further discrimination of hadron clusters with
cluster shape information and incident angle reconstruction, and extraction of photon and neutron
difference [90]. Measurement of particle Time Of Flight (TOF) using transverse RF signals as
mentioned in Sec. 6.4.1 might be effective when momentum of neutrons causing background events
is low. If timing information of transverse RF is available, ATOF as defined in Sec. 6.4.1 can be
measured event by event. Low momentum neutrons give large ATOF value as in Eq. (6.13) thanks
to the long beam line and resultant long particle flight length. A simulation study indicates halo
neutrons with kinetic energy of 1.26 GeV/ are most likely to contribute to background. These
neutrons are rejected by requiring a small ATOF value. Figure 7.54 shows simulation results of
ATOF distribution and loss of signal acceptance as a function of threshold neutron kinetic energy.
In calculating acceptance loss, a ATOF value was required to be smaller than a threshold or larger
than 18 ns. Considering a finite width in timing distribution of proton bunches due to transverses
RF, some smearing was applied to ATOF calculated from true information. Two kinds of smearing,
the optimistic and pessimistic cases, were considered for realistic estimation. In the “optimistic”
case as shown with red color in Fig. 7.54, each true ATOF value was smeared using a Gaussian
with the intrinsic timing width of ¢ = 1.8 ns as discussed in Sec. 6.4.1. In the “pessimistic” case as
shown with blue color, smearing was applied using observed BHPV timing distribution in Fig. 6.24
itself. Periodicity is also considered in acceptance calculation and events with ATOF > 18 ns
was accepted since a tail component of the next bunch existed. Neutrons with kinetic energy
smaller than 1.26 GeV is discriminated with signal loss of 3.9% and 14.8% with the optimistic
and pessimistic estimation, respectively. Since this method depends on only neutron TOF and is
free from uncertainty of neutron interaction, reliable background reduction is expected if energy
spectrum of halo neutrons is clear.

172



CHAPTER 7 Analysis for the K1, — 70uT Search

> i
o 1E R i e
g o -
= 0.9F
g : u A m"’*’a’“‘*"xf
© 0.8F i ,w"’ *
c - t i
2 0.71 ; wt
e 3 h
c 0.6 ¥ it
Q 3 i
305 - i ,’
(7] t 0
D 0.4- g
[oR 0.3 + ‘M'
(aV} +
0.2, i #
3 ‘“”0“*’»:,.,,’,‘“ ) s — Template fitting
0.1 S e Parabola-fittin
O:Tw—r-v-"\'-\uHHHHHHHHHHHHHHHH\HHHHH\
0 10 20 30 40 50 60 70 80 90 100110120

Time [ns]

Figure 7.53: Separation efficiency of two pulses with the parabola fitting and the template fitting
method as a function of timing difference of the two pulses. Provided by Y. Sugiyama.
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Chapter 8

Conclusion

Through this research, performance evaluation of the novel GeV-energy photon detector named
BHPV and a search for the K; — 7%/ decay were conducted using the first physics data of the
KOTO experiment taken in May, 2013.

Tolerance to high rate environment is one of key points to achieve high sensitivity in search of
this decay. This requirement is serious particularly for an in-beam photon detector, which needs to
detect high energy photons from K, decays in an underlaying large neutron flux. The new detector,
named BHPV, consists of lead photon converter and aerogel Cerenkov radiator, which realized both
low sensitivity to neutrons and high efficiency for GeV-energy photons. The waveform analysis
method for this detector was established and basic performance such as gain and timing stability
was evaluated. Detection efficiency of GeV-energy photons in the real experimental condition was
examined with the K — 37° decay sample, where the beam particle flux reached ~300 MHz. The
ratio of the observed event yield to the MC expectation was found to be 1.025 + 0.050(stat.) £
0.068(syst.), which means the detector owns expected photon detection capability even in the high
rate environment.

As the next step, using information of all the KOTO detectors including BHPV, the first search
of the K; — 7% decay in this experiment was performed based on the 100-hour physics data.
The high rate environment as mentioned above is again a critical issue in considering background
through masking effect by accidental hits. In order to deal with this problem, the parabola fit
timing extraction method was newly developed, as a simple but powerful tool for reduction of this
type of background. K7, related background including the masking-induced one was also intensively
studied. The largest contribution was found to come from the K; — 27% mode among various
K decays. The total K background was estimated to be 0.10 event, which is small enough.
The total amount of background was estimated to be 0.36 event, where neutron contribution was
also considered. Among the neutron background, their direct interaction with the calorimeter was
found to give dominant source of background. As a result, one event was observed in the signal
box and a 90% confidence level upper limit for the branching ration of the K; — 707 decay was
obtained as 5.1 x 1078, which is competitive to the previous search performed in the KEK-E391a
experiment. Although this result is consistent with background expectation, there is possibility
that the observed event is derived from new physics effect through the process of K; — 79XV,
X0 — (invisible), where X? is what is called a weakly interacting light boson. Further background
suppression is necessary in order to confirm this process and achieve higher sensitivity.

Future prospect for background reduction was also discussed. Simulation study showed on-going
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detector upgrades in the barrel detector and the beam hole detectors was performed. As a result,
a signal to a K7 — 27% and K — 37° background ratio of 0.9 for the standard model branching
fraction is found to be achieved with single event sensitivity 8.8 x 1072, Also as for neutron
background, possibility of their reduction using the beam timing structure due to transverse RF,
as well as improvement of shower shape and waveform analysis, was presented.

In summary, in this thesis, in-situ performance of the novel aerogel Cerenkov detector as an
beam hole photon detector was verified. The first search of the K7 — 7°v% decay in the KOTO
experiment was then performed and sensitivity competitive to the pervious experiment was achieved.
These works established a strong basis for the future new physics search in the KOTO experiment.
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Appendix A

Module production of the Charged
Veto detector

A.1 Thickness measurement

The CV detector is required to own high efficiency for charged particles and sufficient amount of
photoelectron yields is necessary. Thickness of scintillator plates directly affects the photoelectron
yields This thickness effect on efficiency is serious especially in groove regions as illustrated in
Fig. A.1. The most probable energy deposition by minimum ionizing particles (MIPs) gets small
in such regions corresponding photoelectron yields are also decreased, and this finally causes large
efficiency drops. Although it seems that this situation can be avoided by making grooves shallow so
that enough scintillator thickness is obtained, an embedded fiber is then not accommodated inside
a groove, which worsens light collection efficiency and reduces photoelectron yield after all. From
these discussion, scintillator should be controlled strictly in order not to use thin regions. As a
result of simulation and measurement results, the minimum thickness was determined to be 2.7 mm
so that required efficiency is achieved for all the regions of the detector.

The scintillator strips of CV are taken from large cast sheets with dimensions of 58.3 x102.4 cm?
in order to obtain long strips as long as 100 cm at maximum. However, this size makes it hard
to keep flatness of the whole regions of a sheet. In case of BC404 scintillator used for this detec-
tor, the nominal variation of thickness was 0.35 mm for sheets with this size, which was given as
(maximum—minimum)/2 in each sheet. Since this variation is too large to be ignored, thickness
of the whole regions for each of all the purchased 16 sheets was measured in order to reject thin
regions which could give bad performance. A laser displacement sensor, Keyence [115] LB-01, was
used. The sensor was calibrated so that its output agreed to measurement in edge regions with
micrometer. Distribution of measured thickness for all the regions and all the sheets is shown in
Fig. A.2. The average thickness and standard deviation were 3.10 mm and 0.18 mm, respectively,
and the sheets were found to be a little thicker than the nominal thickness of 3 mm.

The sheets then were fabricated to obtain strip modules with grooves after this measurement.
In this process, thicker regions were assigned for modules in inner regions and regions thinner than
2.75 mm were avoided based on the result of the thickness measurement.
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A.2 Glueing of scintillator strips and fibers

Gluing of the fabricated scintillator strips with fibers were achieved with the automatic gluing
system consisting of electric sliders and dispensers [32], whose photograph is shown in Fig. 2.20.
Fibers were first laid in grooves of a scintillator strip and stretched with tension of 3-6 N for each
fiber. Quantity of application per length was set to be 3.6 mg/cm by adjusting speed of the slider.
Optical cement of a two-liquid mixing type, Eljen [80] EJ500, was used as glue. The mixing ratio
of resin to hardener was optimized as 3.6:1.4 in weight ' so that glue is suitable for application by
reducing viscosity. Application was split in two times for each fiber in order to avoid overflow of glue
from grooves. After slider operation, bubbles below the fibers were inspected by eyes and glue was
added by hand in order to eliminate the bubbles. The system could handle four modules at a time,
where those with the same type corresponding to each of the four quadrants. Temperature in the
production room was controlled to be around 20 °C during glueing periods and around 28-30 °C
during cure time, where the former is to maximize working time and the latter is to accelerate
curing.

This glueing system was also used for production of the LCV modules. Since signals of the
LCV is read only from the downstream side, one end of each fiber was polished and glued with the
upstream region of the scintillator plate in advance. Procedures after this are the same with CV.

“IThe nominal ratio is 4:1 in weight.
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Evaluation of Dead Channel Effect

Studies for evaluations of effect by dead channels were described in this section.

B.1 Csl calorimeter

B.1.1 K; — 27° background

Simulations was performed to evaluate effect of a daed channel. This study is based on Ref. [110].
Increase of K; — 270 background was estimated with what we call the fast simulation method,
which was also used in Sec. 7.4.4. In order to reflect increase of photon detection inefficiency due
to dead channels, a separate simulation was performed in advance, where a single photon incident
to “small” crystals stacked in a 20 x 20 grid was simulated. Additional inefficiency due to a dead
channel was evaluated by comparing inefficiencies in case that all the crystals were available and
one among them was not available. In case of large crystals, four neighboring crystals were treated
as a one crystal. The result of estimation for additional inefficiency was shown in Fig. B.1 as a
function of incident photon energy.

The number of K; — 27° background was evaluated as described in Sec. 7.4.4, where one
specific channel was assumed to be dead and additional inefficiency was added when an incident
photon to be used for veto was located within 80 mm from the given dead channel. Figure B.2
showed the result of the simulation and gave ratio of increase in background events depending on
the position of a dead channel. When a channel with a small crystal was dead, increase of K — 27°
background was estimated to be less than 1%. In case of the physics run in May, 2013, two channels
were dead and both were for small crystals. Since positions for these crystals were separated enough,
additional inefficiency was considered to be the same amount for a single photon and increase of
background due to these two dead channels could naively be a simple sum of that for each single
channel. Under this assumption, effect on background was still a few percent level.

Note that these studies were not directly used for background estimation in the Kj — 70vw
search described in Chap. 7 since various conditions were different such as energy threshold for
each crystal and cut conditions. More realistic treatment was considered by ignoring energy infor-
mation from the two dead channels in the simulation used for evaluation of signal acceptance and
background.
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Quoted from Ref. [116].

B.1.2 Signal acceptance

In the analysis of the K — 7%u¥ search, a selection cut was applied in order to avoid wrong z vertex

reconstruction due to the dead channels, where reconstructed photon hit positions were required
to be far from the dead channel positions. This cut reduced acceptance by 2.5%. Although wrong
reconstruction due to these dead channels can also affect signal acceptance except for the cut, this
effect was estimated to be less than 0.1% from simulation with signals for the corresponding channels
enabled. Since there are not available accidental hit data for these channels, relative acceptance
was evaluated without overlaying accidental activities and with the dead channel cut removed. As a
result, increase of acceptance was found to be 0.05%, which is negligible compared to the cut effect.

B.2 CV

Although signals of two modules in the rear plane were read from only one side, this effect on
charged particle inefficiency was considered to be small enough thanks to excellent performance
of this detector. This was confirmed by performance evaluation was conducted using the real CV
detector and a series of drift chambers [32, 83, 84], which was conducted prior to the construction
of the KOTO whole detector system in Jun, 2012. In this test, there existed no dead channels and
information of all the channels were available. Effect of dead channels were estimated by neglecting
hits of the corresponding channels. Here, inefficiency for a single charged particle penetration was
evaluated, where tracks of charge particles mainly coming from K decays. Hit position on CV was
identified one by one with the drift chambers for each track and response in the corresponding CV
modules was examined. As a result of this study in Ref. [117], inefficiency of the whole rear plane
was found to be (0.30 & 0.07) x 10~* with the two dead channels while it was (0.16 x 0.05) x 10~*
with all the channels available, both of which were much smaller than the requirement of 10~3 given
in Ref. [32, 83, 84]. In this analysis, energy threshold was set as 100 keV. Although there were many
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difference in condition such as the energy threshold, operation voltage of MPPCs and properties of
charged particles, realistic effect by the dead channels were again taken into considered in the MC
simulation described in Chap. 5.
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Detector Calibration

This chapter describes calibration methods for several major detectors other than BHPV.

C.1 Csl calorimeter

C.1.1 Energy calibration

Energy calibration of the calorimeter was performed in the following three steps:
1. initial calibration using cosmic ray events,
2. relative energy scale tuning using K — 37" decay events (K — 370 calibration),
3. correction of the absolute energy scale using data in aluminum target runs.

In the initial calibration, cosmic ray track was reconstructed and a calibration factor for a
crystal was calculated so that outputs normalized with pathlength of the reconstructed track inside
the crystal corresponded to 5.6 MeV /cm. Slight shift of this nominal energy due to momentum
dependence of dE/dx and longitudinal non-uniformity of photoelectron yield in a crystal were
ignored in this calibration. Gain for each channel was adjusted in this process so as to have the
same outputs per energy deposit in all the channels for online-level triggers.

In the second step, K7, — 37 decays were reconstructed using the above initial calibration and
a correction factor for each crystal was obtained. In this process, vertex xyz positions and energy
of selected one among six clusters were fitted to the assumption that the six photon clusters derived
from Kj, — 37 — 67 with a method of Lagrange multipliers. Obtained correction factors with this
calibration would be affected by systematic shifts particularly in outermost or innermost crystals
and those neighboring the dead channels due to shower leakage. To include this effect, the same
calibration processes were applied also for simulation samples.

Only relative outputs among channels were tuned in this method and the absolute energy scale
was finally adjusted with the last step of the calibration. As already described in Sec. 3.4.2, an
aluminum plate was inserted in the beam and 7° generated in interactions of neutrons were re-
constructed. As the reconstructed 7° mass was proportional to a geometric mean of two photons
detected by the calorimeter as in Eq. (2.1), it was possible to correct the overall energy scale which
were common to all the crystals using the nominal 7% mass.

More detail will be find in Ref. [69].
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C.1.2 Timing calibration

Relative timing offset for each channel was determined x? method as was used in the BHPV timing
calibration in Sec. 6.2.3. Cosmic ray data was used and timing offset for i-th channel ¢; was given
so as to minimize the following x?

(> 2
¢ =y (sl (€1)

o
i i

where t; ; and o; ; were observed hit timing difference between i-th and j-th crystal and its error,
respectively, L; ; was distance between i-th and j-th crystals in xy plane, and ¢ was the speed of
light. The term L;;/c represented Time Of Flight (TOF) for a detected cosmic muon, which was
assumed to travel into the downward direction with the speed of light.

More detail will be find in Ref. [64].

C.2 CV

C.2.1 Energy calibration

Since signals of the CV detector were also used in an online-level trigger, its outputs were adjusted
so that outputs for Minimum Ionizing Particles (MIPs) were the same among all the modules. Here
an output of a module was given as a sum of 64-sample waveform integrals from the two readouts
in the module. Data for this gain tuning was taken with the minimum bias trigger of 300 MeV
threshold. In determining a calibration factor for each channel, the same process was simulated
and a MIP peak value for each module was obtained. The calibration factors were the calculated
so that the MIP peak in the simulation agreed to that of the data.

C.2.2 Timing calibration

Again x? minimization method was adapted to determine a relative timing offset in each channel.
In order to obtain enough numbers of channel combinations, data with the minimum bias trigger
and that from muon runs were combined.

C.3 LCV

Cosmic ray data was used for energy and timing calibration of LCV. Using a hit pattern in the
calorimeter, a cosmic ray track in the xy-plane was reconstructed. A line was detected with the
Hough transformation [118] and a track was determined with a y? fitting method. Hit z direction
was calculated with timing information in MB, which was obtained from hit timing difference in
PMTs of the upstream and the downstream sides. Using these information, a cosmic ray track was
fully reconstructed. The track angle was used for event-by-event path length correction. An energy
calibration constant for a module was obtained so that the most probable value of an angle-corrected
64-sample integral corresponded to 0.4663 MeV, which was obtained from simulation with 1 GeV/c
pT. In order to eliminated position dependence of outputs, only events with reconstructed z position
in 320 < z < 400 mm from the upstream edge of the calorimeter were used for determination of
the calibration constants. In addition, events with a large angle were not used to avoid too large
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Figure C.1: History of BHCV energy calibration. Figure C.2: History of BHCV timing calibration
constants.

correction. These values were finally multiplied by small correction factors of O(1%) in order to
consider gain deviation during on-spill periods. This correction factor was obtained from LED data
for each channel.

Timing calibration constants were obtained with the x? minimization method. The same cosmic
ray data with the energy calibration was used. The track was required to penetrate two LCV
modules, where difference of hit z positions on these modules must be within 10 mm and their
average needed to satisfy 80 < z < 400 mm. TOF effect was corrected event by event assuming the
reconstructed j to run with the speed of light. Finally, x? like Eq. (6.5) was defined the calibration
constant for each channel was obtained by minimizing this x?2.

C.4 BHCV

Muon run data was used for energy and timing calibration of BHCV. As described in Sec. 3.4.1,
events were triggered with BHCV total energy deposit and a hit in BHTS was required in the
following offline analysis. In energy calibration, hits in all the 12 BHPV modules were required and
calibration constants were decided so that the most probable ADC output as described in Sec. 4.2.2
agreed to 0.4708 MeV for each module, where an ADC output is defined as integral of ADC counts
around an identified peak. As seen in the history of ADC outputs in Fig. C.1, slight decrease was
observed particularly in modules for the inner part of the beam. Therefore, energy calibration
constants were changed according to the run number. Finally, as was done for LCV in Sec. C.3,
correction of gain deviation was applied, where the amount of correction was ~ 5% and ~ 1% for
modules located in the inner and the outer part of the beam, respectively.

In the timing calibration, only events with hits in both of two adjacent modules were selected in
addition to the above conditions. Again, the calibration constant for each channel was calculated by
x? minimization. The result is shown in Fig. C.2. Whereas 2-ns discontinuous shifts were observed
in three among 24 channels of BHPV, no such changes were seen in this case of BHCV. A standard
deviation value for each channel was smaller than 60 ps, which is much smaller than width of BHCV
veto timing distribution and stable enough for physics analysis.
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Details of the Waveform Analysis and
Generation

In this appendix, detailed procedures of waveform analysis are described in Sec. 4.2 as well as
parameters used in these processes. Procedures of waveform generation in the MC simulation
mentioned in Sec. 5.4.3 are also summarized.

D.1 Procedures of constant fraction timing calculation

A waveform data of 64 samples after pedestal subtraction is denoted as {a;} (i = 0,1,---,63). First
a peak sample is identified as the maximum point among these 64 samples. Here, the i-th sample is
assumed to have the maximum value a;. A threshold is then defined as a;/2 and the samples with
earlier timing than ¢ are search for the j-th sample which satisfied

Q;

aj<2

< Gj41- (Dl)
When two or more candidates were found, one whose timing was the closest to the peak timing, i,
was chosen. Finally, the timing was determined as that at the threshold by interpolating the two
points:

j 2o (D.2)
aj+1 — aj
D.2 Procedures of parabola fit timing calculation
Again, 64-sample waveform data with pedestal subtraction was denoted as {a;} (i = 0,1,---,63).

This waveform was first modified so as to be smoothed by taking what was called moving averages,
where each sample was replaced with an average of itself and its neighboring samples. In this
analysis, averages of five samples were used as follows,

24‘—0 Aj—245
a;:% (i=2,3,---,61), (D.3)

where the series {a,}, (i = 2,3,---,61) denoted samples of waveform after smoothing.
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Peaks were then identified in the smoothed waveform {a,} by finding local maximum points
with the following conditions:

!/ !/ / / !/
A1 < g, A 2 Q41,5 G > Athre, (D.4)

where the k-th sample was what was identified as a peak and a¢pe was the minimum peak height to
recognize pulses and given detector by detector. Actual values would be described in the following
section. When two or more peak candidate samples were found, one whose timing k£ was closest to
the nominal timing given detector by detector. This nominal timing would be also described in the

following section.
For the selected peak point aj, the three points, aj,_,,a;, and aj__ , were fitting with the following

parabola function
A(t— B)* 4 C, (D.5)

where parameters A, B and C are analytically calculated as follows:

’ / /
Qg1 — 205 + a4

A = 5 : (D.6)
- 3%71 40’;{ + a5

B = k—1+ i : (D.7)

C = a,—A(k—B)> (D.8)

The parameter B gives the parabola time.

D.3 Pulse height thresholds

In finding a local maximum from a waveform of 64 samples, its peak height was required to exceed
a threshold which was given detector by detector in advance. If such peaks were not found, timing
of the channel in the event was not defined and it was regarded to have no energy deposit. To
eliminate events with significant energy but to be discarded due to this threshold discrimination,
the value should be selected to be low enough. On the other hand, too low value causes too much
accidental losses and higher value is desirable.

Such optimization was performed using cosmic ray data. For each detector, events with energy
in a specific range were selected and the number of “inefficiency” events were counted, whose pulse
height is smaller than a given threshold. The lower bound of the energy range is the threshold given
in Table 7.1 and the upper bound is around twice of the threshold. This process was repeated for
various threshold values and finally the maximum value with the ratio of inefficiency events smaller
than 1072 was adopted as the pulse height threshold.

The final values are summarized table. D.1.

D.4 Nominal timing

When two or more local maxima were found, the peak which was the closest to the nominal timing
was chosen. The nominal timing was given detector by detector and summarized inTable D.1. These
values were determined as the most probable timing of all channels for each detector before timing
calibration and event reconstruction.
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Table D.1: Threshold pulse height and the nominal timing for each detector.

detector threshold pulse height [FADC count] nominal timing [FADC sample]
Csl 10 31.1
FB 10 30.9
NCC 50 28.3
MB 10 30.75
BCV 10 30.25
CvV 150 33.5
OEV 50 31.5
CcCo03 10 30.3
LCV 50 28.6
cco4 10 28.3
CC04 KTeV crystal 10 30.5
CC05 20 26.0
CCo06 15 26.4
CCO06 scintillator 10 26.4

D.5 Procedures of waveform analysis with 500-MHz ADCs

ADC counts for all the 256 samples were filled into a histogram whose binning was one count per
bin. The distribution was then fitted with a Gaussian and the mean value regarded as the pedestal.
Here, the number of the largest entries was required to be equal or larger than 10. If this was
not satisfied, the histogram was rebinned, or contents in several neighboring bins were merged and
again the fitting was tried.

A pulse was identified as a series of samples around a local maximum with its height exceeding
the given threshold after pedestal subtraction. i-th sample was defined as the local maximum when
the following conditions were satisfied:

Aj—2 < Qi—1,0i—1 < Qj, G 2 Qit1, Qip] > Qit2, (D.9)

where the ADC count for i-th sample after subtracting pedestal is denoted as a;. In addition,
following conditions were required:

a; > Gthre, (D.lO)
aj<ai(j=i—1,i—2,---,i — Npack), (D.11)
dk,a,_p < ai/2,ai/2 < ai_kH(O <k< Nback)‘ (D.12)

atnre Was given as 10 counts for BHPV and 30 counts for scintillator detectors, namely BHCV and
BHTS. Ny, was given as 5 for BHPV and 6 for scintillator detectors. The second condition was
required to prevent ringing after a large pulse from being identified as a pulse. The last requirement
is to ensure existence of the constant fraction time.
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Table D.2: Parameters used in waveform generation. For detectors with an error in the parameter
a, smearing was applied in generating waveform, where a Gaussian with its mean to be the central
value and its o to be the error value was assumed.

Detector to [ns]  op [ns] a
Csl 30.6098 27.869 0.06202
NCC 32.760  43.864 0.1533+0.02039
MB 29.889  37.416 0.08369
BCV 29.29 36.64 0.06671
Cv 36.024  48.30  0.1512+0.01953
OEV 17.02  23.575 0.178740.0301
CCo3 30.287  39.66 0.1097
LCV 29.71 36.21 0.06172
CC04 crystal 30.9 41.2 0.1449
CC04 scintillator ~ 29.29 35.78 0.068

D.6 Parameters used in waveform generation

In the MC simulations, an asymmetric Gaussian as Eq. (5.31) was assumed for waveform generation
and parameters were prepared detector by detector. Cosmic ray data was used to determine these
parameters, where waveform was fitted with the function of Eq. (5.31) and the most probable value
for each fit parameter, nominal width o¢ and an asymmetric parameter a, was adapted. These are
summarized in Table D.2. In case that an asymmetric parameter sometimes had large deviation,
distribution was fitted with a Gaussian and smearing was applied with the Gaussian o value.
For some detectors with similar detector components, common parameters were used, namely, the
parameters for MB were used also in FB and those for CC04 were shared by CC05 and CCO06.
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Appendix E

BHPYV Responses Implemented to the
Simulation

E.1 Overview of the simulation

Cerenkov photon generation was managed by the Geant4 codes based on inputs of aerogel optical
properties such as refractive index and its dispersion as well as physical characteristics such as
density and constituting elements. In the simulation, the refractive index was treated as exactly
n = 1.03 with the dispersion ignored. Density of aerogel was given as 0.11 g/cm® and it was
assumed to be constituted by silicon, hydrogen and oxygen with ratio of 1:4:4 in the number of
atoms, respectively.

Tracing of generated photons was performed. using information of direction and wavelength
for each photon. This included transportation of the photons inside aerogel, their reflection by flat
mirrors and inner surface of Winston Cone funnels, and detection by the PMT. Treatments of each
process are described in the following sections.

As additional minor effect, Cerenkov radiation by air was also simulated. Its refractive index
was given as 1.000286 - 1.000271, depending on wavelength of light. The same ray tracing with
Cerenkov light from aerogel was applied except the part of transportation inside aerogel.

E.2 Scattering in aerogel

Rayleigh scattering and absorption are important processes in considering losses of Cerenkov pho-
tons in aerogel and these effects were implemented in the simulation. Transmittance of light with
wavelength A for aerogel with thickness ¢t was written as follows [102]:

exp (—at) exp <—§4’5> : (E.1)

where the first (second) term represents absorption (scattering) effect and characterized with the
parameter « (C). As shown in Eq. (E.1), absorption was assumed to be independent of their
wavelength and Rayleigh scattering to be inversely proportional to the fourth power of their wave-
length. These parameters were obtained from transmittance measurement for aerogel tiles used in
this detector and set to be o = 0.972 and C = 0.00692 pm*/cm. The setup of the measurement is
shown in the left of Fig. E.1 and the result was fitted with Eq. (E.1). In the simulation, absorption
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Figure E.1: Measurement of aerogel transparency. The setup of the measurement is shown in the
left figure and the right one is an example of results, which is fitted with Eq. (E.1).

length L,;,s and scattering length Lg.,; was given for each photon as random numbers following
distributions

exp (—ax) for Lyps, (E.2)

C
exp (—)\f) for Lecat. (E.3)

These values were compared with the path length to the downstream surface of the aerogel tiles,
and the process with the shortest one was realized. When the photon is scattered, its direction
was changed with a following angular distribution and the same procedure is repeated until it exits
aerogel or absorbed.

1+ cos® 6, (E.4)

where 6 is a polar angle with respect to the original photon direction.

Only 90% of photons which reached the aerogel surface proceeded to the following procedures,
where transparency of a thin polyvinylidene chloride sheet to support the aerogel tiles was consid-
ered.

E.3 Light collection system

The light collection system, which guides Cerenkov light from aerogel to the PMTs, consists of two
pieces of flat mirrors and Winston cone funnels [92].

The flat mirrors were placed with an angle of 45° with respect to the beam axis to change direc-
tion of photons into the transverse direction. Their reflectivity was assumed to be 90%, independent
on wavelength of Cerenkov photons. The junction part of the two mirrors, or the their edge region
was regarded as a dead area. Hence photons hitting this region were killed.
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was applied.

The Winston cone funnels were used as light collection funnels whose input and output diameters
were 300 mm and 120 mm, respectively. This allows all photons with incident angle smaller than
23.58° to be collected completely. This angle, denoted as 6., is obtained as

Tout
ﬂ 9

sinf, = (E.5)
where Tyt and T, are the input and output diameter, respectively. Using this critical angle 6.,
focal length of the parabola, f, is calculated as

Tout

f==

(1+sind,). (E.6)

This f value determines the shape of the parabola curve. The actual shape is shown in Fig. E.2.
The green curve in this figure is the outline of the funnel. The original parabola is defined in the 2’2’
coordinate and it is rotated with respect to the z-axis in the xz coordinated, which was obtained
by rotation and shift of the 2’2" coordinate.

In the ray tracing process, intersection of a photon track and the funnel surface was calculated
and the photon is reflected. The reflectivity was set to be 85%. Although the real funnel consisted
of three components as Fig. E.3 shows and their junctions existed, such structures were ignored in
the simulation.

E.4 Quantum efficiency of the PMT

When the traced photon reached a surface of the PMT, detection of the photon was judged con-
sidering quantum efficiency (Q.E.) of the PMT. A calibration factor, which was introduced to tune
the observed photoelectron yield so that it fit measurements, was also considered in this process.
A uniform random number was generated and the photon was regarded to be detected when it was
below a product of the Q.E. value and the calibration factor. The Q.E. value was given according to
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the photon’s wavelength and was taken from its catalog [93]. Implemented wavelength dependency
is shown in Fig. E.4.
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Appendix F

Inefficiency Functions Used in the
Fast Simulation

In this appendix, procedures and results to obtain inefficiency functions for each detector, which
are used in the fast simulation for the estimation of K; — 37° background.

F.1 FB

Since signal of the FB detector was read from only one side, the output had strong position de-
pendency. The inefficiency function was hence prepared as a function of three variables; incident z
position, energy and angle. For each combination of four incident z positions, four incident angles
and 11 energies, interaction of photons with FB was simulated and inefficiency of FB was calcu-
lated with the same veto condition as the physics analysis. The results are summarized in Fig. F.1.
Simulated inefficiency values were then added by the following value in order to avoid 0 inefficiency
due to statistical fluctuation in case that incident energy is larger than 10 MeV,

4.37 x E7183, (F.1)

where FE is incident photon energy and measured with a unit of GeV. Effect of NCC structure is
seen in case of z = 1800 mm, which shows worse inefficiency than that for z = 2600 mm with larger
signal attenuation. This term corresponds to inefficiency by photo-nuclear effect, which is based on
measurement results for a lead-scintillator sandwich detector [119].

In applying this inefficiency function, interpolated values were used, where logarithm of ineffi-
ciency was logarithmically interpolated with energy and linearly for the other two.

F.2 NCC

Inefficiency function of NCC was determined based on the simulation results of photons hitting
the specific position of NCC with 5°. In calculating inefficiency, both NCC and FB veto were
considered. The obtained NCC inefficiency function is shown in Ref. F.2. As was for FB, the
simulated inefficiency was used after interpolating with energy. For high energy photons, namely
> 100 MeV, a value of the following function fcg was added

F { (3.54 x 1077) x E7223 for E <2 GeV,
Csl —

7.30 x 1078 for E > 2 GeV, (F.2)

193



CHAPTER F Inefficiency Functions Used in the Fast Simulation

g 1 E- 31 ==
c E o E
@ E 2 E
L - ‘c C
10t F10
£ E £ E
107 E 102 E
10% 10%
10" 10*
Cy E
10°E 10°E
e . N
! 1 1 10 1% 10°
incident y energy [MeV] Incident y energy [MeV]
g 1 - g 1 -
5 F 7=1800 mm 5 72600 mm
S F ; s F -5
B0 . B0t
F \ 45 8
10%E -+ g5 102
10° AN 10°
E FB N E
10* E \/-.{\ ..... A 10* E T v
10° = NCC 10° E
bl Ll N ol N
1 10 1 10

1 10 1% 10°
Incident y energy [MeV] Incident y energy [MeV]

Figure F.1: Inefficiency function of FB. Each panel corresponds to different incident z positions and
different colors corresponds to different incident angles, both of which are indicated in each legend.
An example of incident photon track is illustrated in the bottom left of each panel, where the bold
dashed line indicates the support structure of NCC. The blue line is additional inefficiency, which
was introduced in order to avoid 0 inefficiency due to statistical fluctuation in the simulation.

which had been defined in Ref. [56] based on the measurement of photo-nuclear effect in Ref. [119],
and F was given in a unit of GeV.

F.3 CCO03 and downstream collar counters

The inefficiency functions for CC03-06 consisted of two terms as follows,

maX(fdet(E)appt) - ppt(l - fCCOG(E)); (FB)

where fyot and focope denote the inefficiency functions for the detector with a photon hit and CCO06,
respectively, and py is photon punch-through probability for the hit detector. The function “max()”
means to select the larger one among its two arguments. The inefficiency functions f4.; depended
only on incident photon energy E. For CCO03, fcs(FE) given in Eq. (F.2) was used. Simulation
results were used for inefficiency functions of CC04, CC05 and CC06, where photons with fixed
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energy were injected into the corresponding detector and inefficiency was calculated with the same
veto condition for each detector. The result for CC06 was used also as CCO5 inefficiency. These are
presented in Fig. F.3.

The punch-through probability p, is obtained from path length of an incident photon track
inside the hit detector and photon cross section with CsI, which was taken from Ref. [120] and is
shown in Fig. F.4. This is used to consider photons grazing an edge of these detector; when the
path length is short and interaction probability, given as pp; is larger than expected inefficiency
fdet, Ppt is used as an inefficiency value for the detector. This is what the first term of Eq. (F.3).
In case that an incident photon graze CCO03-05, it can be detected by a downstream detector,
which is considered in the second term of Eq. (F.3). Here, the CCO06 inefficiency function was used
as detection inefficiency of the downstream detector. Such photons need to pass through various
materials to reach the next collar counter: PMTs, frontend-electronics boards and cooling pipes for
the CCO03-CC04 interval; the beam pipe and the vacuum flange for the CC04-CCO05 interval, for
example. Because material effect due to the beam pipe is considered in the simulation for the CC06
inefficiency function, this was used to consider detection of grazing photons by the downstream
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Table F.1: Parameters for BHPV inefficiency functions.

Condition Do p1 P2 P3 P4
May 2013 run 1.53541 0.00895656  0.0844269 0.00209773 0.0337159
Condition A 1.35771 0.00906818 0.00821133 0.00961246 0.00612500
Condition B 1.53796 0.0093304 0.0483644 0.00338763 0.000943819

Edge effect 2.74351 x 107° 0.00384016  0.344792  0.00153235 -

detector. In case of an incident photon hitting CCO06, the above issue was not considered hence
inefficiency was given by only the first term of Eq. (F.3).

F.4 BHPV

The inefficiency function of BHPV was defined as a function of incident photon energy,

feaPV = po exp(—p1E) + prexp(—p3E) + pa, (F.4)

where E denotes photon energy in a unit of MeV and parameters pg_4 were given for each experi-
mental condition, namely the May 2013 physics run and the two conditions mentioned in Sec. 6.5.1.
These were obtained by fitting simulation results with Eq. (F.4). They are summarized in Table F.1
and their graphs for the May 2013 run and the condition A in shown in Fig. 6.5.1. The graph for
the condition B is in Ref. [94]. Because the Guard Counter [105] was not installed in the May 2013
run, inefficiency additional factor was multiplied in case that either of an extrapolated photon track
x or y position at the downstream of BHPV was outside of 125 mm. This is shown in the left
panel of Fig. 6.5.1 and given as

1+ poE? exp(—p1 E) + p2(1 — exp(—p3E)), (F.5)

where E is measured with the MeV unit and parameters are given in Table F.1.
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Various corrections in the Ke3 and
masking background estimation

This appendix describes the detail of the selection cuts and correction related to them in the Ke3
and masking background estimation.

G.1 Correction of cut difference

As described in Sec. 7.4.5, there was some difference in the selection cuts for estimation of Ke3
and masking background and for K; — 7°v7 events. Namely, the cut on distance from the dead
channels, the v quality cut and the neural network cuts were not applied in the Ke3 and masking
background studies and the v quality cut was modified between these two conditions. These differ-
ences were considered by multiplying a correction factor to the simulation result as the reduction
factor of these cuts. This factor was calculated for each mode as a ratio of the number of events with
the two cut sets in the full simulation sample and is summarized in Table. G.1. In this calculation,
no selection in Zyty and Pp was not applied. The common value was used in the estimation of
background due to CV inefficiency and masking effect for the Ke3 mode.

Table G.1: Summary of the correction factors for cut difference in each mode.

Decay Mode Correction factor
K — mev, (Ke3) 0.71
K — mpvy, (Kp3) 1.08
Ky, — 3n° 0.77
K; - nta a0 0.90
Kj, — 2n° 0.93
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G.2 Treatment of COE weighting

Since COE weighting as described in Sec. 5.4.6 is able to be calculated with an offline-COE value
each background candidate event was weighted according to its offline-COE value and this was
commonly applied for all recycled events.
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Neural Network Cuts for Neutron
Background Estimation

As described in Sec. 7.2.2, two kinds of neutral network cuts, named the kinematical neural net-
work cut and the shape neural network cut, were introduced for further separation of signal from
background. Detail of these cuts are described in this appendix.

H.1 Kinematical neural network cut

H.1.1 Training samples

The K; — mv7 MC sample and data taken in the aluminum target run were used for the signal
and the background samples, respectively. For the signal sample, the veto cuts by the calorimeter
information and the following kinematic cuts among those defined in in Sec. 7.2 were applied for
the K1, — 7% 7 MC sample:

e the cuts on two photon energies and position,
e 3000<Zytx <5000 mm,
e 130<Pr <250 MeV/c,
e the cut on the projection angle,
e the cut on two photons’ distance,
e total photon energy is larger than 500 MeV,
e the cut on ef,
e the cut on two photons’ energy ratio,
e the 7° kinematic cut.
For the background sample, the following conditions were required:

e all the above cuts except 70 Ztx and Pr,
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total photon energy is larger than 650 MeV,

Rcor > 180 mm,

Zytx >3200 mm,

all the veto cuts.

H.1.2 Input variables

The following five variables were used as an input of the neural network:

e distance of photon hit position from the beam axis on the calorimeter surface for larger energy
cluster,

two photon energy ratio,

two photon distance on the calorimeter surface,

projection angle,
e two photon hit time difference.

As for the two photon distance, negative sign is given when a photon cluster with larger energy is
located outside of that with smaller energy. Distribution of these variables for the signal and the
background samples is shown in Fig. H.1. The output of the neural network for these samples are
shown in the left of Fig. H.2.

H.2 Shape neural network cut

H.2.1 Training samples

The K; — mv7 MC sample and data taken in the aluminum target run were used for the signal
and the background samples, respectively. For the signal sample, only the cuts on energies and
position of each photon defined in Sec. 7.2.2 were applied for the K — 7% simulation sample.
For the background sample, the following conditions were required:

e total photon energy is larger than 650 MeV,

Rcor > 180 mm,

Zytx >3200 mm,

the photon energy and position cuts,

all the veto cuts.
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Figure H.1: Distribution of input variables for the kinematic NN value. Black (red) histograms are
for the signal (background) sample. Quoted from Ref. [121].

H.2.2 Input variables

The following six kinds of variable for each of two photons, hence twelve in total, were used as an
input of the neural network:

e the numbers of crystals,

cluster RMS values as defined in Eq. (7.2),

cluster “vertical RMS” values,

cluster “horizontal RMS” values,
e photon energies,
e photon angles with respect to the beam axis,

where the vertical (horizontal) RMS value is obtained by replacing r; in Eq. (7.2) with dv (du) in
Fig. H.3. Distribution of these variables for signal and background samples is shown in Fig. H.4.
The output of the neural network for these samples are shown in the right of Fig. H.2.
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