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Abstract

This thesis describes the final result of neutrino oscillation in the KEK-to-Kamioka (K2K)
long baseline neutrino oscillation experiment. The data were taken from June 1999 to November
2004, corresponding to the total number of protons on target of 9.2 x 10'°.

In K2K, the signatures of neutrino oscillation appear as a deficit in the number of neutrino
events and a distortion of the neutrino energy spectrum at Super-Kamiokande (SK). The event
distributions without oscillation in SK are predicted from the measurements in the near detectors
at KEK by using the neutrino interaction models and the detector simulation. In order to
improve the reliability of the prediction, the cross section of charged current (CC) coherent pion
production (v, + A — p~ + 7t + A) is measured for the first time in the energy region of a few
GeV. No evidence for coherent pion production is observed, and the following upper limit is set
at 90% confidence level (CL).

o (coherent pion) /o (v, CC) < 0.60 x 102

This result gives a solution of a long-standing problem on the neutrino-nucleus interaction
cross section referred to as “low-¢? puzzle”, which is a significant deficit of the events with
a forward going muon. The neutrino interaction models including this result well reproduce
all the measurements in the near detectors. By using the refined interaction models, the event
distributions in SK are predicted.

One hundred twelve beam neutrino events are observed in the fiducial volume of SK. In
the case of no oscillation, the expected number of events is 155.91’%[1]23. This deficit confirms v,
disappearance at 99.8 % CL. Among the observed events, fifty eight one-ring muon-like events
are used to measure the neutrino energy spectrum. The observed energy spectrum shows a
clear distortion compared with the expectation for no oscillation at 99.5% CL. The probability
that the observations are due to a statistical fluctuation without oscillation is 0.003% (4.20). A

two-neutrino oscillation analysis results in the oscillation parameter set of
(Am?, sin?20) = (2.76 x 1073[eV?], 1.0).
The 90% confidence level interval for Am? at sin? 260 = 1.0 is
1.9 x 1073 < Am? < 3.5 x 1073 [eV?).

This constraint is one of the most stringent limits to date. The result of K2K confirms neutrino
oscillation discovered in the atmospheric neutrinos by the SK collaboration.
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Chapter 1

Introduction

In this chapter, we review the current knowledge of neutrino mass, neutrino oscillation as a probe
of finite neutrino mass and the status of neutrino oscillation experiments. We also describe an
outline of this thesis in the last section.

1.1 Neutrino and Neutrino Mass

Neutrinos were originally postulated by W. Pauli in 1930 as massless and neutral particles
with spin 1/2 in order to explain the continuum electron energy spectrum of the 3 decay [1].
Pauli’s hypothesis was verified by F. Rines and C. Cowan in 1956 [2] through the detection of
anti-neutrinos from a nuclear reactor via inverse 8 decay,

v, +p— et +n, (1.1)

The second type of neutrinos, v, was detected in 1962 by Lederman, Schwartz, and Steinberger
at Brookhaven [3]. The third type of neutrinos, v,, was observed in 2000 at Fermilab [4]
although there was ample indirect evidences of its existence from the weak interactions of 7.
The possibility of the fourth light neutrino (m, < Mz/2) is excluded from the measurement of
the invisible Z width in LEP experiments [5].

Neutrino mass is searched for in the following three types of experiments: (1) direct kine-
matic measurements, (2) search for neutrinoless double-8 decay and (3) neutrino oscillation
experiments. In addition, another bound on neutrino masses comes from cosmology.

Direct mass measurement

The direct mass measurements are performed by measuring the kinematics of a particle
decay. The most sensitive measurement of the v, mass is performed by using the tritium g
decay!, which gives an upper limit of the v, mass 2.3 eV (95% CL) [7]. The best limit of the v,
mass of 170 keV (90% CL) has been obtained from the two-body 7 decay at rest, 7 — p + v,
by the PSI group [8]. For v;, the current mass limit was given by the ALEPH collaboration.
Results from two kinds of tau decay, 7 — 3nv, and 7 — 57 (7°)v,, were combined to set the
limit at 18.2 MeV at 95% CL [9]. The best upper limit of neutrino masses obtained by the direct
mass measurements are summarized in Table 1.1.

Neutrinoless double-3 decay

The neutrinoless double 8 decay (0vf33) occurs only if the neutrino is a massive and Ma-
jorana particle [10]. The OvfS-decay rate is proportional to the square of the effective Majo-
rana neutrino masses, (m,). Confident evidence of OvjS-decay is not obtained although the

!The mass limit of v, is also obtained from the spread of the arrival time of neutrinos from Supernova-1987A,
to be 5.7 eV [6].



Neutrino Mass limit Experiment
Ve 2.3 eV (95% CL)  3HB decay [7]
Vi 190 keV (90% CL)  pion decay [8]
Vr 18.2 MeV (95% CL)  tau decay [9]

Table 1.1: Present limit of neutrino mass

Heidelberg-moscow group reported a positive signal in 2001 [11]. The upper limit of the mass
is set at (m,) < 0.2 eV [12].

Cosmological constraints

The Wilkinson Microwave Anisotropy Probe (WMAP), together with the Sloan Digital Sky
Survey (SDSS), the Lyman alpha forest (Ly«), and other observations, lead to strong constraints
on Y m, < 1 eV for three degenerate neutrino species [13], in which the most stringent limit
is reported as 0.42 eV [14]. However, the upper bound depends strongly on other cosmological
parameters, such as the matter density and the Hubble constant.

No evidence for finite neutrino masses is obtained from the direct mass measurements, the
OvfB decay search and the cosmological constraints until now.

The smallness of neutrino masses, if they exist, is not explained in the standard model of
particle physics (SM) [15-17]. However, some extensions of SM naturally lead to the small
nonzero neutrino mass. Among the large number of those models, a theory known as “see-saw
mechanism” [18] explains the tiny neutrino mass most naturally. In this theory, the smallness of
neutrino masses originates in the new physics of the higher energy scale. Thus, the confirmation
of finite neutrino masses is evidence of physics beyond SM.

1.2 Neutrino Oscillation

Neutrino oscillation was first proposed by Pontecorvo as a consequence of finite neutrino masses.
This phenomenon is one of the probes to the small neutrino masses of sub-eV order.

If neutrinos have masses, their flavor eigenstates are generally expressed as superpositions
of the mass eigenstates,

3
va) = 3 Uy} (o= e,p1,7) (1.2)
j=1

where U is a 3 X 3 unitary matrix so-called Maki-Nakagawa-Sakata (MNS) matrix.
Time evolution of the states obey the Schrodinger equation as,

d
i Vi) = Ejlvj) (1.3)

where, F; is the energy of |v;), and the wave function is written as:
lv(t)) = e~ v;(0)) (1.4)

Using Eq.(1.2)-(1.4), time evolution of the flavor eigenstate is described as:

3
a(t)) = > Uaje U va(0)) (1.5)
j=1



Therefore, the probability that a neutrino produced in weak interaction as v, at t=0 is found
in v, after time ¢ is expressed as

Pva = va) = |(Walt)|va(0)]? (1.6)
3

= > | wa(0)|Uaje” 50 va(0))] (1.7)
j=1

In order to simplify the treatment, the case of two-flavor neutrino oscillation is considered. The
matrix U is simply written as follows

U:< cos sin0> (L3

—sinf® cos6

and the survival probability (1.7) is expressed as

B~ E,
P(vg — Va) = 1 — sin” 20 sin? (M) . (1.9)

Using an approximation of E; ~ (p + m?/2p) and neutrino path length L,, the survival proba-
bility is re-formulated as follows:

(1.10)

Pve — vg) = 1 — sin? 20 sin® ((1'27Am2(eV2)Lu(km)>

E,(GeV)

where Am? = m?—mf is the mass-squared difference of the neutrino mass eigenstates. Therefore,
if the neutrino mass states mix (f # 0) and possess different masses (Am? > 0), neutrinos change
flavors during flight. This phenomenon is called “neutrino oscillation”. The existence of neutrino
oscillation is evidence of the finite neutrino mass. The amplitude of oscillation is determined by
the mixing angle §. The L/E dependence of the oscillation probability is characterized by Am?.
The precision for 6 depends on the statistics around the first maximum of the oscillation,
2
1.27TAm*L, _ Z. (1.11)
E, 2

The precision for Am? depends on the resolution of L,/E,.

1.3 Neutrino Oscillation Experiments

Up to now, a number of experiments have searched for neutrino oscillation. The neutrino os-
cillation experiments are categorized into the following four types according to their neutrino
sources; atmospheric neutrino experiment, solar neutrino experiment, reactor neutrino experi-
ment and accelerator neutrino experiment. We summarize each type of the experiment and the
results.

1.3.1 Atmospheric neutrino experiments

When primary cosmic rays interact with air nuclei in the atmosphere of the Earth, secondary
particles, mainly pions and some kaons, are produced in hadronic showers. Atmospheric neu-
trinos are produced from the decay of those particles, mainly through the following reactions of
charged pions:

rt (K*) ot + 5

! (1.12)

pi—>ei+(;)+(l;e)



The flight length of atmospheric neutrinos detected in an underground detector ranges from ~
15 km to ~ 13000 km depending on the zenith angle of the arrival direction. The energy spectrum
is widely distributed from ~ 100 MeV to above TeV with a peak energy of ~ 1GeV. Therefore,
the L/E of the atmospheric neutrinos stretches from O(1) ~ O(10000). The sensitivity for Am?
reaches to the 107°[eV?] level.

After indications from several experiments [19-23], the first confident evidence for oscillation
of atmospheric neutrinos was reported by the Super-Kamiokande (SK) experiment in 1998 [24].
The observed zenith angle distribution of muon neutrinos can not be explained without neutrino
oscillation. Subsequently, the SK group directly confirmed neutrino oscillation by observing the
first oscillatory signature in the L/E distribution in 2003 [25]. At present, the atmospheric
neutrino observations are well explained by the hypothesis of a quasi-two-neutrino oscillation of
v, 4 vr with Amgtm and a mixing angle Oy, in the ranges:

1.9x1073 < Am?Z,, < 3.1x1073 [eV?],

atm

1.13
sin? 20,1, > 0.90 (1.13)

at 90% confidence level (CL).

1.3.2 Solar neutrino experiments

Neutrinos produced in the sun are detected on the earth by several experiments. The nuclear
processes that power the sun make only v,, not v, or v,. The neutrino energy spectrum of
the solar neutrinos ranges from 0 to 15 MeV. The distance between the sun and the earth is
~ 10% km. The solar neutrino experiments are sensitive down to Am? ~ 10~ "1eV?, and up to
Am? < 1073eV? with the MSW effect. Solar neutrino experiments observe lack of the solar
ve flux arriving at the earth [26-31]. Now, thanks especially to the SK and Sudbury Neutrino
Observation (SNO) [32], we have evidence that the missing v, changes into neutrinos of other
flavors. The combination of the SK results with the SNO results constrain the parameter region
as follows.

3.2x107° < Am2, <10.4x10° [eV?],

1.14
0.37 < tan® 0y, < 0.54 (1.14)

1.3.3 Reactor neutrino experiments

Long baseline L ~ O (100km) experiment

The LMA-MSW interpretation of solar neutrino observation implies that a substantial frac-
tion of reactor v, oscillate into the other flavors after travelling more than a hundred kilometers.
The KamLAND experiment [33] with a typical baseline of ~ 180 km observed both the 77, flux
decrease from the expectation without v, oscillation and the spectral distortion as expected from
the LMA-MSW solution. A global fit to both the solar and KamLAND data strongly constrains
the oscillation parameters;

74x107° < Am2,, <8.5x10° [eV?],

5 (Solar + KamLAND) (1.15)
0.33 < tan” g, < 0.50

As shown in Equation (1.14) and (1.15), the sensitivity in Am? is dominated by the KamLAND
data because the observed L/E distribution of the oscillation probability directly constrains
Am?, while the solar neutrino data constrains sin? 20 more thanks to the MSW effect in the
sun.



Short baseline L ~ O (1km) experiments

The atmospheric and solar neutrino results imply another type of oscillation, v, — v, at the
Am?2, , region. Some reactor experiments with the baseline of ~ 1 km search for oscillation. No
evidence of oscillation is found. An upper limit on the mixing angle is set at sin? 26 < 0.1 in the

region of Am? > 3x1073eV? at 90% CL [34-36].

1.3.4 Accelerator neutrino experiments

Accelerator-produced neutrinos are also available to explore neutrino oscillation. The energy of
the neutrinos ranges from ~50 MeV to 100 GeV, and the flight length of the neutrinos varies from
several tens meters (short-baseline experiments) to several hundred kilo-meters (long-baseline
experiments). The short-baseline experiments have sensitivities in the Am? above the eV? scale.
The sensitivities of the long-baseline experiments reach down to Am? > 10~3eV? region.

Short baseline L ~ O (1km) experiments

There was no definite theoretical guidance for the neutrino mass and mixing angle, and also
no data indicating neutrino oscillation in the past. There was a hint that the dark matter might
be neutrinos if neutrinos were massive. Assuming that the dark matter is fully attributed to the
massive neutrinos, the heaviest neutrino mass is expected to be greater than several eV. This is
a main motivation of the short-baseline experiments.

Among a number of experiments, only LSND reported a positive signal of neutrino oscillation,
(V;) — (I;e), with Am? around ~ eV? in 1996 [37,38], although the KARMEN experiment [39,40]
with a similar sensitivity did not observe the positive evidence. The MiniBooNE experiment [41],
searches for the v, — v, oscillation in order to confirm or reject the LSND result.

Long baseline L ~ O (100km) experiment

In order to confirm atmospheric neutrino oscillation, an experiment using an accelerator neu-
trino beam with the baseline more than O (100km) is conducted. The KEK-to-Kamioka (K2K)
long baseline neutrino oscillation experiment (KEK-PS-E362) is the first experiment to search
for the v, — v; oscillation dominated by the atmospheric mass-squared difference. Thanks to
the good L/E resolution of ~ 10%, K2K has an advantage in Am? measurement. In addition,
the good L/E resolution is useful to distinguish neutrino oscillation from the other hypothesis
which predicts a different transition probability. K2K also searches for the evidence of v, — v,

oscillation at the Am2 . The signal of v, — v, oscillation is not observed so far [42].

1.3.5 Summary of neutrino oscillation experiments

As described above, a number of neutrino oscillation experiments have been performed, and
some experiments observe strong evidence for oscillation phenomenon. These experiments pro-
vide the results in the form of the allowed or excluded region of oscillation parameters. Figure 1.1
summarizes the allowed or excluded neutrino oscillation parameter regions from various exper-
iments. There are now two confirmed allowed regions, called “solar sector” and “atmospheric
sector”:

1. Solar sector (v, ¢+ v, /v;) : Am? ~8 x 107 %eV? 0 ~ 30°
2. Atmospheric sector (v, <> v;) 1 Am? ~ 2.5 x 1073eV? 0 ~ 45°

The K2K experiment, which is the main subject of this thesis, is conducted to test the atmo-
spheric sector by artificially produced neutrino beam.
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Figure 1.1: The regions of mass-squared difference and mixing angle favored or excluded by
various experiments.



1.4 Outline of This Thesis

The purpose of the study presented in this thesis is to determine neutrino oscillation parameters
with the whole K2K data set, corresponding to 9.2 x 10" protons on target. In addition to
the increased statistics compared with the previous result [43,44], the following physics is newly
studied.

e Cross section measurement of charged current coherent pion production

We report the first result of the cross section measurement for charged-current (CC) co-
herent pion production (v, + A — p~ 4+ nt + A) in the energy region of a few GeV. This
study is performed with a fully active scintillator-bar detector (SciBar). No evidence of
this interaction is observed, and the upper limit of the cross section is set. The neutrino
interaction models re-tuned by this result well explain the significant deficit of the events
with a forward going muon reported by the previous K2K analysis [43,44]. As a result,
the reliability for the neutrino interaction models is improved by this study.

e Test for non-standard model
There are many other models proposed for atmospheric v, disappearance besides mass-
induced neutrino oscillation. Especially, the neutrino decay [45] and neutrino decoher-
ence [46] models recently got attention because they can also explain the SK observa-
tion [24]. We also test the validity of the alternative models as well as neutrino oscillation.

The dissertation consists of four parts.

Part-I (Chapter 2 - 4): Introduction to K2K Experiment

The K2K experiment is presented in Chapter 2-4. We explain the experimental techniques to
study neutrino oscillation, the experimental apparatus, the Monte-Carlo simulation and data
set used in this thesis.

Part-II (Chapter 5 - 7): First experimental limit of CC coherent pion production

This part is dedicated to the study of CC coherent pion production with the SciBar detector.
First, the design of SciBar detector, the basic performance and the data analysis are presented in
Chapter 5 and Chapter 6. Then, the cross section measurement of CC coherent pion production
is presented in Chapter 7.

Part-III (Chapter 8 - 11): Neutrino oscillation analysis

Neutrino oscillation analysis is performed. The measurements of neutrino beam properties be-
fore neutrinos oscillate are presented in Chapter 8. The detection of the accelerator-produced
neutrinos in SK is described in Chapter 9. Neutrino oscillation phenomenon is tested by com-
paring the SK observation with the expectations without oscillation. After neutrino oscillation
is confirmed, the oscillation parameters are determined in a two flavor oscillation scenario in
Chapter 10. The non-standard v,, disappearance models are also tested here. In Chapter 11, we
discuss some possible ideas for improvements of sensitivity for neutrino oscillation in K2K and
compare our result with the atmospheric neutrino results.

Part-IV (Chapter 12): Conclusion

The dissertation is concluded in Chapter 12.



Chapter 2

Experimental Technique

We describe experimental techniques to search for neutrino oscillation and to measure the oscil-
lation parameters in the K2K experiment.

2.1 Signatures

In a framework of two-flavor oscillation of v, <+ v, suggested by the SK atmospheric neutrino
results, the survival probability of v, is expressed as

(1.27Am? (eVQ)LV(km)>

E,(GeV) (2.1)

P(v, — v,) = 1 — sin® 20 sin® (

When v,s oscillate into v,s in flight, the following signatures are observed in K2K.

e Deficit of the events
Because the K2K neutrino energy is below the threshold of v, CC interaction, the oscillated
vrs do not react through CC interaction. Therefore, the deficit of the number of neutrino
events is observed.

e Energy spectrum distortion
Since the flight length of v,s, L,, is fixed at 250 km, the survival probability depends on
neutrino energy. The neutrino energy spectrum is distorted according to Equation (2.1)
as shown in Fig. 2.1, where we assume the oscillation parameters of (sin?20, Am?) =
(1.00,0.0030 eV?). In the bottom figure of Fig. 2.1, the depth of the first dip corresponds
to sin? 260 and the energy at the dip position corresponds to Am?.

In K2K, the oscillation analysis is performed by using these two signatures.

2.2 Characteristics of the K2K Experiment

We briefly summarize the main characteristics of the K2K experiment.

e Accelerator-produced neutrinos
We monitor and control the neutrino beam by measuring the primary protons, secondary
pions and muons, and neutrinos. This leads to a better understanding of the neutrino
source compared with atmospheric neutrinos.

e Sensitivity around Am? ~ 1073 — 10~ 2eV?
As described in the previous chapter, atmospheric neutrino data asserts v, <+ v oscillation
in this Am? region. By using neutrinos with the mean energy of 1.3 GeV and a baseline
of 250 km, the sensitivity reaches in the relevant Am? region of 1073 ~ 1072eV?2.
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Figure 2.1: Expected distortion of the neutrino energy spectrum at Super-K assuming
(sin® 20, Am?) = (1.00,0.0030 €V?). In the bottom figure, the neutrino energy spectrum dis-
torted by oscillation (hatched histogram) are compared with that for null oscillation case (open
histogram). The top figure shows the survival probability as a function of F,.

e Large far detector
Thanks to the world’s largest water Cherenkov detector, Super-Kamiokande (SK), we
typically expect the 0.4 events per day without oscillation.

e Timing synchronization
SK is continuously taking data of atmospheric neutrinos at the rate of ~ 8 events/day. We
produce neutrinos only for a 1.1 usec every 2.2 sec and select the SK events synchronized
with the beam timing. The background rate of atmospheric neutrinos is suppressed by the
order of 1075,

e Simultaneous measurement at the near and the far site
We install a set of neutrino detectors at about 300 m downstream from the production tar-
get as near detectors (ND). The purpose of ND is to measure the neutrino beam properties,
such as neutrino flux and energy spectrum, before neutrinos oscillate. The uncertainties
in the flux and spectrum shape of the neutrino beam, and the cross section of neutrino-
nucleus interaction are largely canceled out by comparing the observations in SK with the
measurements in ND.

2.3 Measurements in the K2K Experiment

We explain how to perform the study of neutrino oscillation in the K2K experiment and impor-
tance of understanding of neutrino-nucleus interaction.
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Figure 2.2: A simple flow of number of event analysis.

2.3.1 The number of events (Normalization) analysis

We explain a flow of the analysis using deficit of the number of events in Fig. 2.2. This analysis
consists of the following three steps.

1. Measurement of the number of neutrino events at the near site

The number of neutrino events at the near site, Nl%gs, is counted to derive the neutrino flux
before oscillation, ®xp. The neutrino interaction cross section, onp, and neutrino detection
efficiency, exp, are evaluated with neutrino-nucleus interaction models and a detector simulation.
The measurement is performed with a similar detector to SK, a one-kiloton water Cherenkov
detector (1KT), in order to cancel out a large part of the uncertainties on the cross section and
the detection efficiency by comparison.

2. Extrapolation of the neutrino flux from the near to far site

The neutrino flux at SK, ®gk, is extrapolated from that at the near site by multiplying the flux
ratio of the far site to the near site, RF/N(E,,). The flux ratio is evaluated by a Monte Carlo
simulation, and is experimentally confirmed [47].

3. Comparison between the prediction and the observation in the far site

The number of events in SK, N;}’ép, is estimated by using the extrapolated flux, selection effi-
ciency (esk ), and neutrino interaction cross section (osk). When the number of observed events,
NSOI?S, is smaller than the prediction, this means v, disappearance. In addition, the oscillation
parameters are determined so that the expectation of oscillation matches with the observation.
2.3.2 Spectrum shape analysis

Figure 2.3 shows a flow of the analysis of spectrum distortion. This analysis consists of the
following three steps.

1. Measurement of the F, spectrum at the near site

The neutrino energy spectrum is measured with charged current quasi-elastic (QE) interac-
tion (v, +n — p+p). QE is the dominant process in our neutrino energy region. Assuming QE
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Figure 2.3: A simple flow of spectrum shape analysis.

interaction, the parent neutrino energy is reconstructed from the muon momentum (p,) and the
angle with respect to the beam direction (6,,) as
1 (M) —m2) +2E, (M, = V) — (M,, = V)?

EFX = - 2.2
Y 2 -E,+ (M, —V)+p,cosb, (22)

where M,, M,,,m,, E,, V are the proton mass, the neutron mass, the muon mass and muon
energy and nuclear potential set at 27 MeV, respectively. In order to derive the true neutrino
energy from E°, the understanding of neutrino nucleus interaction is important. The neu-
trino energy spectrum at the near site, ®xp(E, ), is derived from the (p,, 6,) two-dimensional
distribution by using the neutrino-nucleus cross section and a detector simulation.

2. Extrapolation of the neutrino flux from the near to far site.

This step is the same as that explained in 2.3.1.

3. Comparison between the prediction and the observation in the far site

In SK, the QE events are detected as an event with only one muon-like Cherenkov ring (1Rpu)
because the proton is typically below Cherenkov threshold. The E7°° distribution is measured
using the QE candidate (1Rp) sample. The observed EI*® is compared with the expectation,
EE(QSCK];:XP. The disagreement of E'¢¢ distribution is evidence of neutrino oscillation. In addition,
the oscillation parameters are determined to match the expectation with the observation.

2.3.3 Neutrino-nucleus interaction study

In the oscillation analysis, the neutrino detection efficiency in each detector and the fraction of
the non quasi-elastic (nonQE) events in the samples are crucial information. Because they are
affected by neutrino-nucleus interaction, such as the interaction cross section and the kinematics
of secondary particles, the knowledge of neutrino-nucleus interaction is indispensable.

In the K2K experiment, we construct a fine-grained detector (FGD) system in the near site
to better understand neutrino interaction. FGD provides the following two measurements.
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1. Measurement of the nonQE to QE cross section ratio.

In the spectrum analysis, the neutrino energy should be reconstructed correctly. However,
the E7° of the nonQE event is lower than true energy because of the missing particles in the
reconstruction. The fraction of the nonQE components in the QE candidate sample should be
correctly evaluated since the E7°° distribution is affected by the nonQE fraction. The cross
section ratio of nonQE to QE interaction is measured using FGD together with 1KT.

2. Cross section measurement of CC coherent pion production.

K2K reports a significant deficit of the events with a forward going muon [43,44]. The charged
current coherent pion production, v, + A — p~ + 7 4+ A, is one of the candidate interactions
causing the deficit. Consequently, we measure the cross section with a one of the FGD detectors,
SciBar. This is the first experimental measurement of this interaction in the neutrino energy
region of a few GeV. No evidence for coherent pion production is observed contrary to the
theoretical prediction. The neutrino interaction models re-tuned by this result are used for the
oscillation analysis. This study is a main topic in this thesis as well as the oscillation analysis.

2.4 Expected Sensitivity of the K2K Experiment

Rejection of null oscillation

We use the Monte Carlo simulation (virtual experiments) to check the rejection power of
null oscillation if neutrino oscillation exists. Here, we assume the oscillation parameters of
(sin? 20, Am?) = (1.0,2.8 x 1073eV?) and neutrino data corresponding to the total number
of protons on target of 9.2 x 10'. Under this assumption, we can reject the null oscillation
hypothesis at 99.994% CL (4.020) level.

Sensitive parameter region

Figure 2.4 shows the sensitivity of the K2K experiment calculated by the method in PDG [48].
The sensitivity covers the allowed region reported by the atmospheric neutrinos.

2.5 History of the K2K Experiment

We summarize a history of the K2K experiment in Table 2.1. The K2K experiment was proposed
in 1995 to confirm atmospheric neutrino oscillation [49]. The civil construction of the beamline
and detectors started in 1996. The construction completed in 1998. The test operations of the
beam and horn system were done in early 1999. From June 1999, physics data-taking started
with the horn current of 200kA. This period is referred to as '"K2K-Ia’. The first K2K neutrino
event was observed at SK on June 19th, 1999. From November 1999 to July 2001, the horn
was operated with 250kA. This period is called ’K2K-Ib’. In November 2001, a severe accident
happened in Super-Kamiokande, and more than half of PMTs were broken. To resume K2K, we
re-built the SK detector quickly with half of PMTs!. We restarted the data-taking from January
2003 (K2K-IIa). Before the K2K-IIa period, the lead glass calorimeter was removed. After the
K2K-ITa run, in the summer in 2003, a new near detector, SciBar was installed. From October
2003, data-taking was started together with SciBar, and continued until November 2004. The
period until February in 2004 is referred to as K2K-IIb and the rest of the period as K2K-Ilc,

T took the reconstruction shift only 2 weeks fewer than other collaborators because I was hospitalized for a
while. I thank kind persons who took the shift instead of me.
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Figure 2.4: Sensitivity to the v, — v, oscillation in the K2K experiment. The vertical and
the horizontal axis are Am?[eV]? and sin® 26, respectively. The red lines show the sensitivity
contours of the K2K experiment with the confidence levels of 90% (solid line) and 99% (dotted

line).

Table 2.1: History of K2K.

1995

1996

1999 Jun.

1999 Nov.— 2001 Jul.
2001 Nov.

2003 Jan.— 2003 Jun.

2003 Jul.- 2003 Sep.

2003 Oct.— 2004 Nov.

2004 Nov.—

Proposal was approved at KEK.

Civil construction started.

Data taking with the horn current of 200kA. (K2K-Ia)
Data taking with the horn current of 250kA. (K2K-Ib)
SK accident. Removal of LG.

Data taking with a half PMT density of SK. (K2K-IIa)
Construction of SciBar.

Data taking with SciBar (K2K-IIb — K2K-IIc)

1st magnetic horn was broken and K2K was finished

respectively. In November 2004, the first magnetic horn was broken, and the K2K experiment
was finished with accumulation of almost all of the planned neutrino data, 10%° protons on

target.
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Chapter 3

Experimental Apparatus and Data
Set

The K2K experimental facility consists of the neutrino beam-line, the near detector system, and
the far detector, Super-Kamiokande.

3.1 Neutrino Beam Line

We describe each component of the K2K neutrino beam-line. Detailed description is found in
[44,47,50-52].

3.1.1 Primary proton beam

The primary proton beam is extracted from the 12 GeV Proton Synchrotron (KEK-PS) at
KEK (High Energy Accelerator Research Organization). A schematic view of KEK-PS is shown
in Fig. 3.1 and its specifications are summarized in Table 3.1. The KEK-PS provides ~ 6 x 10'?
protons per spill every 2.2 second in a 1.1 usec spill width. Protons are bent to the direction of
SK, and hit on an aluminum target. The intensity and spatial profile of the proton beam are
monitored by using current transformers (CT) and segmented planes ionization chambers (SPIC)
installed in the beam line. Figure 3.2 shows the accumulated number of protons on the tar-
get (POT) monitored by CT from June 1999 to November 2004. In total, 104.67 x 10'® protons
are delivered on the target to generate the neutrino beam.

3.1.2 Target and horn magnets system

The aluminum target of 3 cm in diameter (2 cm in June 1999) and 66 cm in length, is embedded
inside of a magnetic horn system. The horn is operated every 2.2 seconds with a 2 msec long
250 kA pulsed current (200kA in June 1999). The positive-charged secondary particles, mainly
7T, are focused to the SK direction. The pions enter a 200 m long decay volume and decay to
v, and muon. The produced neutrino beam is 98% pure v, with a mean energy of 1.3 GeV.

3.1.3 Secondary beam monitors

We monitor the energy spectrum, direction and yield of neutrino beam by measuring the pions
and, the muons from the pion decay together with v,. The apparatus called pion monitor (PI-
MON) and muon monitor (MUMON) are described below.
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Accelerator components Pre-injector (750 keV, Cockroft-Walton acc.)
LINAC (40 MeV)
BOOSTER (500 MeV)
Main ring (12 GeV in kinematic energy)
Operation mode for K2K fast extraction (single turn) to EP1-A
Typical intensity in main ring 7 x 102 protons per spill
Typical intensity after extraction 6 x 10'2 protons per spill
Typical intensity at the target 5.5 x 10'2 protons per spill

Number of bunches 9
Bunch spacing 125ns
Total spill length 1.1 usec
Repetition cycle 2.2 sec

Table 3.1: Specification summary of KEK-PS for K2K experiment.
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Figure 3.1: A schematic view of KEK-PS and
the neutrino beam line. The characters ’C’ and Figure 3.2: Accumulated number of protons on
'S’ mean the CT and the SPIC, respectively. the target, measured by CT in front of the tar-

get.

Pion Monitor (PIMON) [47,52]

PIMON is a gas Cherenkov detector used to measure the pion momentum (p,) and the pion angle
with respect to the beam direction (6;) just downstream of the horn system. We can predict
the neutrino energy spectrum at any location from the (p;,,0;) distribution since the decay
kinematics of the two-body pion decay is completely understood. Thus, the ratio of neutrino
spectra between KEK and SK called “far/near ratio” is estimated based on the PIMON data.
In the analysis, the PIMON measurement is used to validate the far/near ratio calculated by
the beam-MC simulation.

Muon Monitor (MUMON) [47,50, 52]

We measure the yield and profile of muons spill-by-spill with MUMON. MUMON is placed in
a pit at the downstream of the beam dump. MUMON consists of two parts; an ionization
chamber (ICH) and a silicon pad detector (SPD) array. We control the profile center of muons
to the SK direction within 1 mrad during the experiment with ICH. We monitor the muon yield
stability with SPD.
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Detector Total mass (ton) | Target | purpose

1KT ~ 1000 water | Flux, spectrum

SciFi 6.0 water | interaction study and spectrum
Lead Grass (-2001) — v, flux

SciBar (2003-) 15 CH,, interaction study and spectrum
MRD 864 Fe beam direction and rate stability

Table 3.2: The components of the K2K near detectors.

SciFi Detector

SciBar Detector

Muon Range Detector
888388888888
L) 1KT ‘ T
Water Cherenkov nn
v beal Detector
i )] ( LLLLLL
TUITOTITITIT

Figure 3.3: A schematic view of the K2K-IIb near detectors. From upstream, 1KT, SciFi, SciBar
and MRD are arranged. The lead grass calorimeter was located at the position of SciBar in
K2K-I.

3.2 Near Detectors

The near neutrino detectors (ND) are placed about 300 m downstream of the target in the
underground cylindrical hall of 24 m in diameter and 16 m in depth. The main purpose of
ND is to measure the beam direction, the flux and energy spectrum of neutrino beam before
neutrinos oscillate. ND also provides the measurements of neutrino-nucleus interaction, which
are necessary inputs for the neutrino oscillation study. The components and schematic view of
ND is shown in Table 3.2 and Fig. 3.3.

ND is comprised of two detector systems; a water Cherenkov detector (1KT) and a fine-
grained detector (FGD) system. FGD consists of a scintillating-fiber tracker (SciF1i), the lead
grass calorimeter in K2K-I, a fully-active fine-segmented scintillator-bar tracker (SciBar) since
K2K-IIb and a muon range detector (MRD).

The direction of v, beam is measured with MRD by using neutrinos. The flux normalization
is measured by 1KT to estimate the expected number of events at the far detector. The energy
spectrum is measured by both 1KT and FGD. 1KT has a high efficiency for muons below
1.0 GeV/c, and full 47 coverage in solid angle. However, 1KT has little efficiency for muons
above 1.5 GeV/c when we require that the muons stop inside the 1KT detector. On the other
hand, FGD has high efficiency for muons above 1 GeV/c. Thus, the two detector systems are
complementary to cover the relevant neutrino energy region.

We describe each detector element in the following.

3.2.1 The 1kt ring imaging water cherenkov detector (1KT)

A 1kt ring imaging water cherenkov detector (1KT) is a cylindrical tank, 10.8 m in diameter
and 10.8 m in height, holding approximately 1000 tons of pure water. The tank itself is re-used
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ID PMT (20-inch)

OD PMT (8-inch)

Figure 3.5: A photograph of the inner detector

viewed from the bottom.
Figure 3.4: A schematic view of the 1kt water

cherenkov detector

from the KEK-PS E261A experiment [53]. A schematic drawing of 1KT is shown in Fig. 3.4.
The detector is optically separated into two regions, the inner detector (ID) and the outer
detector (OD), by black sheets and Tyvek sheets. The ID volume is a cylinder of 8.6 m in
diameter and 8.6 m in height and viewed by 680 inward facing 50 cm PMTs, giving a 40%
photocathode coverage. The OD has 68 PMTs of a 20 cm diameter to identify the incoming
particles. Figure 3.5 shows a photograph of ID.

The electron and muon separation is performed based on the pattern and the opening angle
of the ring image. According to the Monte Carlo (MC) simulation, 0.7 % of muon neutrino
events with single-ring is mis-identified as electron-like (e-like) events, and 3.7 % of electron
neutrino events are mis-identified as muon-like (mu-like) events. The momentum of each par-
ticle is reconstructed with the light yield inside the cherenkov ring. The resolution of muon
momentum (p,,) is estimated to be 2.0 ~ 2.5 %. The momentum scale error is evaluated to be
fg:g %. The stability of the momentum scale is monitored and confirmed that it is better than
1 %. The details of 1KT are described in [52, 54].

3.2.2 Scintillating fiber tracker (SciFi)

A scintillating fiber tracker (SciFi) is located downstream of 1KT. Figure 3.6 shows a schematic
view of the SciFi detector. SciFi has 20 scintillating fiber layers perpendicular to the beam
direction. Each layer consists of vertical and horizontal scintillating fiber sheets. Each fiber
layer is 9 cm apart. Water filled tanks made of 0.18 cm thick aluminum are inserted between
the fiber layers. The scintillating fiber used in SciFi is 3.7 m long and 0.692 mm diameter
coupled to image-intensifier tubes with a CCD camera.

The position resolution, the hit finding efficiency and the track finding efficiency for the
track with hits more than five layers are evaluated to be 0.8 mm, 92 + 2 %, and 98 + 2 %,
respectively. The detailed description for SciFi performances is found in [55-58].

3.2.3 Scintillator-bar tracker (SciBar)

A fully-active scintillator-bar detector (SciBar) is installed in summer 2003 in the place of LG
to study neutrino interaction with the better sensitivity. The details are described in the next
chapter.
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Figure 3.6: Schematic view of SciFi.

3.2.4 Muon range detector (MRD)

A muon range detector (MRD) [59] is located at the most downstream of the near detector
system. It consists of vertical and horizontal drift-tube layers interleaved with iron absorber.
The size of the layer is approximately 7.5 m x 7.6 m. In order to get a better muon energy
resolution, the four iron plates in the upstream side are 10 cm thick, and the other eight planes
are 20 cm thick. MRD covers up to 2.8 GeV/c muons, which corresponds to 95% of all the
muons in neutrino interaction. The mass of iron is 864 tons and the mass of drift tubes is
51 tons. The basic performance of MRD is summarized in Table 3.3.

[tem Performance
Hit efficiency 97%
Spatial resolution 2 mm
Track finding efficiency | 97.5% (>3 planes)
Energy threshold 250 MeV
Energy resolution 150 MeV
Angle resolution 8 degree
Vertex resolution 10 cm

Table 3.3: The detector performance of the muon range detector.

3.3 Far Detector: Super-Kamiokande (SK)

The far detector, Super-Kamiokande (SK), is the world’s largest water Cherenkov detector,
with a mass of 50,000 tons. SK is located in the Mozumi mine of Kamioka Mining and Smelting
Company, near the village of Higashi-Mozumi, Gifu, Japan. It is 250 km far from KEK. The
detector cavity lies under the peak of Mt. Tkenoyama, with 1,000 meters of rock, or 2,700
meters-water-equivalent (m.w.e.) to reduce the cosmic ray muon flux. The observed muon flux
is 6 x 107 8cm2s 'sr!. The SK started data taking on April 1, 1996. There was a serious
accident in 2001 as described in Section 2.5. The period before (after) the accident is called
SK-T (SK-II). There are many detailed description on the particle detection, data acquisition
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Figure 3.7: Schematic view of Super-Kamiokande.

system, event reconstruction and detector calibration in [60-66]. Here we provide only brief
description on the detector configuration and the event reconstruction performance.

A schematic drawing of the SK detector is shown in Fig. 3.7. The detector is optically
separated into two parts, the inner detector (ID) and the outer detector (OD), by the stainless
steel structure covered by black sheets and Tyvek sheets. The size of ID is 36.2 m in height
and 33.8 m in diameter, which contains 32 ktons of water. ID is viewed by 11,146 and 5182
inward-facing 50 cm PMTs, giving the 40% and 20% photo cathode coverage for SK-T and SK-II,
respectively. The thickness of OD layer is 2.0 m for the side area and 2.2 m for the top and
bottom area. OD volume serves as an active veto counter against incoming particles as well as
a passive shield for neutrons and « rays from the surrounding rocks. OD is instrumented with
1,885 outward-facing 20 cm PMTs, most of which are recycled from the IMB experiment [67].

The physical parameters of an event in SK such as the vertex position, the number of
Cherenkov rings, particle types and momenta are reconstructed. First, the vertex position of an
event is reconstructed from the PMT timing information. Then, the number of Cherenkov rings
and their directions are reconstructed based on the vertex position by a maximum-likelihood
procedure. Events with only one ring are called “single-ring” events, and those with greater
than one ring are called “multi-ring” events. Each ring is than classified as e-like or p-like by
using its ring pattern. The vertex position of a single-ring event is refined based on the particle
type. The momentum of each ring is reconstructed from the Cherenkov light intensity.

The vertex resolution of muons and electrons is evaluated to be better than 30 cm for mo-
mentum region above 300 MeV/c with the MC simulation. For the particle identification, a
few % mis-ID probability is expected for both 4 — e and e — p with the MC simulation.
The resolution of momentum and angle for muons are estimated to be 2.0%-3.0% and 2.0 de-
gree with the MC simulation, respectively. The momentum scale uncertainty is evaluated to
be 2.0% (2.1%) for SK-I (SK-II) from the various calibration sources. All the reconstruction
performances of SK-I and SK-II are comparable [44].
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3.4 Global Positioning System (GPS)

In the K2K experiment, time synchronization between KEK and SK is necessary to select the
beam event against continuous background events from atmospheric neutrinos. Clocks at both
sites need to be synchronized to within an accuracy of ~ 100 ns. We achieve the resolution of time
synchronization better than 40 nsec in average by employing a Global Positioning System (GPS),
with a maximum fluctuation of 150 nsec. The detailed description is found in [51, 68].

3.5 Data Set

We use the data taken in the whole K2K period with 104.67 x 10'® protons on the target in this
thesis. Among these protons, those with “good beam condition” and SK being alive are selected
for oscillation analysis. We also describe the neutrino beam stabilities, such as beam direction,
flux and energy spectrum, monitored by MUMON and MRD.

3.5.1 Good beam spill selection

We select the good beam spills by using the beam-line monitor and GPS system. The detailed
selection criteria is found in [44]. After applying the good beam spill selection, data of 92.23 x10'®
POT are remained for the analysis.

3.5.2 Beam stability during the data taking

We monitor the stabilities of the neutrino beam flux, direction and energy spectrum with MU-
MON on spill-by-spill basis and with MRD every a few days. The detail of the measurement is
found in Appendix-A. We only present the results here.

The neutrino yield is stable for whole run period at the standard deviation of 2.5%. This
is quite small compared with the statistical error in the number of events at SK of ~ 10%.
The neutrino beam is pointed to the direction of SK within £1 mrad during whole run period.
This result guarantees that the flux change during whole run period is less than 1%. MRD also
confirm that the muon energy and angle distributions are stable. It guarantees that the neutrino
energy spectrum is stable during whole run period. Therefore, we perform the oscillation analysis
in the condition that the neutrino beam is stable. Although SciBar is installed in the middle of
experimental period, we extend the SciBar measurements results to whole run period because
no change of neutrino beam.
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Chapter 4

Monte Carlo Simulation

In this chapter, we briefly describe the monte carlo (MC) simulation used in K2K. The MC
simulation is made of the following three constituents; neutrino beam simulator (Beam-MC),
neutrino interaction simulator (NEUT) and detector response simulator. The detailed descrip-
tion is given in Appendix-A and other references [47,52,69].

4.1 Neutrino Beam Simulation (Beam-MC)

Beam-MC simulates the process of neutrino beam generation to provide neutrino flux and energy
spectrum shape at the near and far site. The beam line geometry is implemented in GEANT [70],
and particles are tracked in materials. For the pion production in the target, we adopt the Cho-
CERN model [71], with the Sanford-Wang parameterization [72,73] determined experimentally.

The result of neutrino flux at the near and far site with the 250 kA horn current and the
target of 3 cm in diameter are shown in Fig. 4.1. The v, /v, flux ratio is estimated to be 1.3%.
vu /vy is 0.5%, and v, /v, is ~ 2 x 1074, respectively.

4.2 Neutrino Interaction (NEUT)

The NEUT program library [69] is used to simulate neutrino interactions with the nucleus. The
library is first developed to study atmospheric neutrino background for nucleon decay search
in the Kamiokande experiment. Then it is inherited to K2K together with Super-Kamiokande
with various modifications [51,63,64,74]. In NEUT, the following interactions are considered:

1% Super-Kamiokande

2 a
3 ©°
=)

@,Fo [cm2 (0.1 GeV)™' (10% POT)Y )
@5k [em2 (0.1 Gev)”' (10° POT)")

6 7 8 6 7 8
E, [GeV] E, [GeV]

Figure 4.1: The energy spectrum for each type of neutrinos at ND (left) and SK (right) estimated
by the beam-MC.
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CC/NC (quasi-) elastic scattering v+ N =1+ N

CC/NC single meson (17) production v+ N — [+ N’ + meson

CC/NC coherent pion (coherent 7) production v +'%0 (?C) = 14+'%0 (2C) + =
CC/NC deep inelastic interaction (multi-m) v+ N — [+ N’ + hadrons

where N and N’ are nucleons (proton or neutron) and [ is a lepton, respectively.

The Lewellyn Smith model [75] and the Rein and Sehgal model [76] are employed for (quasi-
) elastic scattering (QE) and single pion (17) production, respectively. The axial vector mass
in the dipole formula of the nucleon form factor is set at 1.1 GeV/c? for both (quasi-) elastic
and single pion production [77]. For coherent pion production, we will describe the models in
Chapter 7 because this is one of the main topic in this thesis. For deep inelastic scattering
(multi-7), the GRV94 nucleon structure functions [78] with a cross section correction by Bodek
and Yang [79] is used. This correction reduces the cross section by 25% on average for the
K2K neutrino energy spectrum. The final state hadrons are simulated with a custom-made pro-
gram [80] and PYTHIA /JetSet package [81] for the hadronic invariant mass, W, 1.3—2.0 GeV /c?
and larger than 2.0 GeV/ ¢?, respectively.

Hadrons produced in neutrino interaction often rescatter inside the target nucleus. This pro-
cess changes kinematics of the hadrons and is called “nuclear-effect”. Nuclear effects are taken
into account in the MC simulation. The absorption, elastic scattering and charge exchange pro-
cess inside the target nucleus are simulated for the pions originating from neutrino interactions.
The pion cross sections are calculated using the model by Salcedo et. al. [82] which is tuned to
reproduce the past experimental data [83]. The proton re-scattering inside the target nucleus is
also simulated. Here, elastic scattering and one or two pion productions are considered.

Figure 4.2 shows the result of the cross section divided by E, of each neutrino interaction
mode with CH target as a function of E,. NEUT also simulates kinematic information of
produced particles.

4.3 Detector Simulation

Once a neutrino event is generated, the detector response to the particles are simulated as the
next step. The response of each detector is correctly digitized so that analysis code would work
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for both the real data and MC data in the same way. In K2K, GEANT-3.21 package [70] is
utilized. It takes the simulated data from NEUT and traces each particle in the detector and
simulates the detector response. The simulation of responses in all the K2K detector elements
are summarized in Appendix-A.
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Chapter 5

SciBar Detector

SciBar is a fully-active scintillator detector installed in the near site in summer 2003. In this
chapter, we describe the overview of SciBar, motivation and design, each component and basic
performance.

5.1 Overview

The main purposes of SciBar are to improve the measurement of neutrino energy spectrum at
the near site and neutrino-nucleus interaction. In order to achieve the goals, we select charged-
current quasi-elastic scattering (QE) from non-QE interaction with the high efficiency and high
purity. We identify each interaction mode clearly in SciBar. The following features are required
to the detector,

e Detect all particles generated from neutrino interaction.
e Identify a muon and measure the momentum
e Identify a proton

The SciBar detector is designed and constructed to satisfy the requirements.

Figure 5.1 shows a schematic drawing of SciBar. The main part of SciBar consists of ap-
proximately 15,000 extruded plastic scintillator strips arranged vertically and horizontally. The
dimension of each strip is 1.3 x 2.5 x 300cm?. As a whole, the detector size is 3.0 x 3.0 x 1.7m3,
giving a total mass of 15 ton. The scintillation light is collected by wavelength-shifting (WLS)
fibers and sent to multi-anode PMT (MAPMT) as shown in Fig. 5.2. The MAPMT signals are
processed with the custom-made electronics. The charge information of each channel and the
timing information of ORed of 32 channels are recorded. The conceptual drawing of the readout
system is shown in Fig. 5.3. The stability of the readout system including the gain of MAPMT
is monitored by a custom-made system so-called “HASE-moni”. Just behind the main part, an
electro-magnetic calorimeter (EC) is installed for measuring the v, contamination in the beam
and 7y production in neutrino interaction.

The scintillator also acts as the neutrino interaction target; it is a fully active detector and
has high efficiency for a low momentum particle. Due to the fine segmentation, the minimum re-
constructable track length is 8 cm, which corresponds to 450 MeV /c for a proton and 100 MeV /c
for a muon, respectively. The protons with the momentum less than the tracking threshold are
detected as a large energy deposit in the vertex strip or additional hit around the vertex. The
particle identification (PID) of proton and pion is performed based on dE/dx information of
each strip. We present the performance of tracking and PID in Chapter 6.
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Figure 5.1: A schematic drawing of SciBar. Ex-
truded scintillator strips are arranged vertically
and horizontally.

readout of the Scintillation light.

We define the SciBar local coordinate system, which is commonly used in this thesis, as
shown in Fig. 5.4. In the Cartesian coordinate system, the z-axis is the beam direction, the
y-axis is the vertical upward direction, and the x-axis satisfies the relation of the right-hand
system, i.e. £ = ¢ X 2.

SciBar operates stably since October 2003'. We collect data of to 2.1 x 10 protons on
target with SciBar. An event display of a typical CCQE event candidate is shown in Fig. 5.5.

In the following, we give a brief description of the detector components and their basic
performance.

5.2 Components

5.2.1 Extruded scintillator

The extruded scintillator used in SciBar is made of Dow STYRON 663 polystyrene pellets with
PPO (1% by weight) and POPOP (0.03% by weight). The emission spectrum is shown in
Fig. 5.6. The wavelength of the spectrum peak (420 nm) matches with the absorption spectrum
of the WLS fiber shown in Fig. 5.7.

The profile of the SciBar scintillator strip is shown in Fig. 5.8. It has a rectangular cross
section of 25 mm wide and 13 mm thick. There is a 1.8 mm diameter hole in the center for
the WLS fiber. The scintillator is covered with co-extruded reflector material. This coating is
0.25 mm thick and contains 15 % of TiOs by weight in polystyrene.

In SciBar, 14,848 strips are used in total. The scintillator strips are arranged in 64 layers.
Each layer consists of two planes, with 116 strips to give horizontal and vertical position. We
measure the the dimensions and weight of 10% of all the strips before installation. The result
is summarized in the Table 5.2.

In December 2002, only four layers with six MAPMTSs so-called mini-SciBar were installed and had been
operated until June 2003 for engineering study. Then SciBar was completely constructed in only 3 months during
summer shutdown.
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Table 5.1: Basic characteristic of Extruded scintillator.
Scintillator material — polystyrene with PPO (1%) and POPOP (0.03%)
Emission wavelength 420 nm (blue)

Dimensions 2.5 x 1.3 x 300 cm?

Hole diameter 1.8 mm

Reflector material TiO2 (15 %) infused in polystyrene
Number of strips 14,848

Whole size 3x3x1.7m3

Total weight 15 ton
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Table 5.2: The result of the scintillator-measurement. The dimension and weights of the 10%
of all strips are measured.

mean (mm) RMS (mm)

width 25.01 0.21
thickness 12.87 0.26
length 3022 10
weight 994.6 8.4
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5.2.2 Wave-length shifting fiber

The green wavelength-shifting (WLS) fiber (1.5 mm in diameter), Kuraray Y11 (200) MS
type [84], is used to readout the scintillation light to avoid the effects of a short attenuation
length of the scintillator, which is less than 10 cm [85]. The WLS fiber converts the blue scintil-
lation light into green and transports it to a photo-detector with the longer attenuation length,
typically 350 cm.

The WLS fiber has a polystyrene core containing the WLS flour (200 ppm), a thin acrylic
inner clad and a thin polyfluor outer clad as shown in Fig. 5.9. They have refraction indices
of 1.59, 1.49 and 1.42, respectively. Re-emitted light from the core can pass through the WLS
fiber only when the reflection angle 6 satisfies the relation:

1.42
cos ) > 18 6 < 26.7 degree (5.1)

We measure the attenuation length and the relative light collection efficiency before instal-
lation [86]. Figure 5.10 and 5.11 show the result of the measurements for all the WLS fibers,
respectively. The attenuation length depends on the production batch. Thus, the result dis-
tributes around 330 cm and 350 ¢cm because our fibers were produced in two different periods.
The mean value is 347.6 cm. For the light collection efficiency, all fibers show the same level per-
formance (RMS is 6.2%). We check and monitor the attenuation length by using the cosmic-ray
muons after installation. We confirm that all the fibers keep the same quality.

Sixty-four fibers are bundled with a custom-made alignment fixture shown in Fig. 5.12. In
total, 224 fiber bundles are used in SciBar. Each bundle is connected to the photo-detector with
custom-made system [87]. All fibers are aligned to pixels of MAPMT within 0.2 mm precision.

Outer Cladding

FP
( n= )1 A2
Inner Cladding
(19\% N A)
Core (PS

Figure 5.9: The wavelength-shifting fiber Kuraray Y11 (200)

\ Lost photon
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Table 5.3: Basic characteristic of WLS fiber

Diameter 1.5 mm
Core polystyrene (n = 1.59)
Inner clad acrylie (n = 1.49)
Outer clad polyfluor (n = 1.42)
Wavelength shifter Y-11 fluor (200 ppm)
Absorption wavelength 430 nm (peak)
Emission wavelength 476 nm (peak)
Attenuation length 350 cm (typical)
ID 2000 .
[ Entries 14336 2004 s;leta”nes 114 g?g
500 |- Me?ﬁn 347.6 | !
i RMge | 13.45 175d : RMS 0,063
400 | 1500
i 125¢
300 [
1004
200 | 750F
i 50
100 |-
250F
%80 300 320 340 360 380 400 00 02 04 06 08 T 12 14 16 18 2
attenuation Iength (cm) Relative light collection efficiency

Figure 5.10: The attenuation length of all Figure 5.11: The relative light collection ef-
WLS fibers measured before installation. ficiency of all WLS fibers measured before
installation.

Figure 5.12: The picture of the alignment fixture “cookie”.
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Table 5.4: Specifications of the MAPMT.

Model Hamamatsu H8804

Manufacturer Hamamatsu Photonics K.K.

Tube size 30 x 30 mm?

Photo-cathod Bialkali (Sb-K-Cs)

Anode 8 x 8 (2 x 2 mm? /pixel)

Sensitive wave length 300-650 nm (Peak:420 nm)
Quantum Efficiency 12% at A = 500 nm

Dynode Metal channel structure, 12 stages
Typical gain 6 x 10° at ~800 V

Pixel-to-pixel gain uniformity (max./min.) <~ 2

Response linearity 200 photo-electrons at gain 6 x 103
Cross talk 4 %

5.2.3 64-channel multi-anode PMT

The light from the WLS fiber is detected by a 64-channel multi-anode PMT (MAPMT), Hama-
matsu H8804 [88], situated at the edge of the detector. Table 5.4 summarizes the specifications.
MAPMT has 64 anodes, whose pixel size is 2 x 2mm?, and they are arranged in an 8 x 8 array.
The photocathode area is coated by a bialkali (Sb-K-Cs) material, whose quantum efficiency is
about 12% at the wavelength of 500 nm.

Basic characteristics of MAPMT are measured before installation. The cross-talk effect? is
measured to be 4% for adjacent pixels and 1% for orthogonally opposite pixels with the 1.5 mm
diameter WLS fiber. The pixel-to-pixel gain uniformity is measured to be 21% in RMS. The
ratio of the maximum to minimum gain is less than two for typical tubes as shown in Fig. 5.13.
The operation high voltage is tuned so that the averaged gain of 64 channels is 6 x 10°. The
absolute gain is determined with the single photoelectron peak as shown in Fig. 5.14. The
temperature coefficient of the gain is measured to be 0.3%/deg [85]. The response linearity is
kept within 10% up to 200 photo-electrons (pe) with the gain of 6 x 10° as shown in Fig. 5.15

5.2.4 High Accuracy gain monitoring SystEm (HASE-moni)

The MAPMTs are very sensitive to the small changes of surrounding temperature and applied
high voltage. In order to monitor and correct the short term gain variation, High Accuracy gain
monitoring SystEm (HASE-moni) is developed with the following requirements.

1. Al MAPMT channels (14336) are monitored simultaneously with a few light sources.

2. The channel-by-channel variation of injected light is less than a factor of 6 to avoid the
saturation of MAPMT.

3. The monitor precision is better than 1 % to measure the gain drift at 1 % level.

System Overview

Figure 5.16 shows a schematic view of HASE-moni. This system is based on only 4 pulsed
blue LEDs monitored by PIN photo-diodes. Each LED light is divided into 56 and carried to
56 MAPMTs by clear fibers. Each MAPMT has an optical fan-out, a light injection module,
to illuminate 64 individual fibers. The light similar with that from a scintillator is emitted

2The cross-talk is mainly caused by the incident light spreading at the face-window.

30



AL N S,

{ Mean 99.09

[ (3 [sqen[ 7] sof su][es] 4 =
¥ 85|| 89| 96| 88 Constant 5485

g E 86![ 90l 95/ 80 10} IPEPeak Some 5200

B2 [77] | 86| 93| 96|| 87 y

[79][ 88| 93| 104 85 }-—‘{

88|[ 84|| 89| 89|| 90| 96| 95| 84 10 H ana a1t peak

B3 63 (65 6§ 63 63 B1 S5 . 1

L L L L L L L L
95 100 105 110 115 120 125 130 135 140 145

Figure 5.13: Pixel-to-pixel gain unifor-

mity. Each number in the figure rep- Figure 5.14: Single photoelectron ADC dis-

resents the relative gain of each pixel. tribution.
100 o
=}
&0 5 2
& o
=
Beo g9
ot
8 40 od
:IH'JE = 039512 # 0 150584E-02
3 it = 1085
: MARMT gain’ 6.2« 107
o 50 100 150 200 250 900
Injection Liged (P-E. |
104
1.02
! . A
0.98 0g
poe X e e S 1 I.l.ﬁ??; ______
oD 94 =) B |
092 | Fasd
D e o i e o e i .u....U.........".ri....!.Q.'.".....
0.88 o
0.88 o
oo 150 200 250 300
Injecied Light (P.E |

Figure 5.15: Linearity curve. The upper figure shows a response for various input charge from
0 to 300 photo-electrons and the lower figure shows the ratio of the measured to the expected
response.

31



Table 5.5: PIN diode specifications.

Active area size 10.0 x 10.0cm?
Spectral response 190-1000 (nm)
Dark current 0.02 nA (@ 25 deg.)
Temperature coefficient -

of dark current 12% /deg.
Photosensitivity @ 470 nm | 0.24 A/W
Temperature coefficient -

of photosensitivity < 0.01% /deg

in the WLS fiber and goes to each channel in MAPMT. A short term gain-drift is measured
by comparing the response of MAPMT channel to the signal of the PIN photodiode. In the
following, we explain them in order.

Light Injection Module _Scintillator
MAPMT D \L
PINphoto f
WLS fiber
Light source Clear fiber

D=

Figure 5.16: Schematic view of the gain monitoring system (HASE-moni)

Components

LED

The LED used as a light source are Nichia NSPB510 [89]. Its emission spectrum (max:460nm)
matches with absorption spectrum of WLS fiber. The re-emitted spectrum is quite similar to
that excited with scintillation light as shown in Fig. 5.17 [90].

Figure 5.18 shows the short term variation of the LED pulse intensity measured for 30
minutes. The variation is within 0.53%. This width is consistent with electronics noise. This
good stability allows us to monitor the LED intensity without any loss of the accuracy.

The left figure in Fig. 5.19 shows a track of the LED intensity monitored by the PIN photo-
diode for the whole operation period. The sudden change of intensity is observed when we
re-set the monitor system for the hardware work such as a replacement of MAPMTSs or the
experimental shutdown. The light intensity is usually stable at 0.20% level as shown in the right
figure of Fig. 5.19.

PIN photodiode

The PIN photo-diode, Hamamatsu S1227-1010BQ [88] is used to monitor the LED intensity.
The basic specifications of the PIN photo-diode are summarized in Table 5.5. The linearity is
shown in Fig. 5.20 [85]. The PIN photo-diode has a very good linearity up to 10° photons,
corresponding to 10% pe for MAPMT.
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Figure 5.22: Light injection module. White MAPMT channel.
cylinder in the center of picture is LIM.

Light injection module (LIM)

The light injection module (LIM) is a white cylinder assembled to a WLS fiber bundle in
order to illuminate the uniform light to 64 WLS fibers. LIM is made of Delrin, which is softer
than the clad of the WLS fiber. A schematic drawing and a picture of LIM are shown in Fig. 5.21
and 5.22, respectively. LED light carried by a clear fiber is distributed to 64 fibers inside the
LIM connector and goes into each MAPMT channel. The light distributed to 64 channels are
uniform within 12% (RMS) as shown in Fig. 5.23.

Monitor result

Figure 5.24 shows the relative gain drift of a typical channel monitored by HASE-moni for the
whole SciBar operation period. The relative gain is monitored every 12 hours with a 0.1% level
precision. The gain is stable within £ 5%. A gain drift between 30 and 60 days is due to a
change of temperature by a trouble of the air conditioner.

The number of dead channels is also monitored by HASE-moni. The dead channels are
detected with less than 15 ADC counts to the LED light (Fig. 5.25). Figure 5.26 shows the
history of the number of dead channels. The number of dead channels is gradually increased
until 110 days. This is due to the gain decrease of two MAPMTs at the rate of 10% per
week. After replacement of two bad MAPMTs, the number of dead channel is only one out of
14336 (0.007%).
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Figure 5.27: Schematic drawing of an electro-magnetic calorimeter module.

5.2.5 Electro-magnetic calorimeter

An electro-magnetic calorimeter (EC) is installed behind of the scintillator part. EC is comprised
of 2 planes of 30 horizontal and 32 vertical modules reused from the CHORUS experiment [91].
The module is made of lead sheets and scintillating fibers. The dimension is 4 x 8 x 262 cm?,
consisting of two 4 x 4 x 262 cm?® cells. The schematic drawing is shown in Fig. 5.27. EC has
11 radiation length along the beam axis and covers the 2.6 x 2.6 m? area. The energy resolution

is 14/\/E (GeV) % for electrons.

5.2.6 Readout system

The MAPMT signals are processed by custom built electronics. The electronics consists of front-
end circuit boards (FEB) attached to MAPMTs and backend VME modules (DAQ Board) to
control and readout the FEBs. On FEB, a combination of ASICs —VA and TA- are employed to
multiplex pulse-height information and to make a fast-triggering signal. The VA has preampli-
fires for 32 input channels and shapes the output with a peaking time of 1.2 us. The 32 signals
from VA shapers are captured by the sample-and-hold circuits and passed to an analog multi-
plexer. The signal after preamplification in VA is sent to a fast shaper in TA, with a peaking
time at 80 ns. Logical OR of distributed signal from 32 channels is sent out from a TA. The
intrinsic time jitter of the discriminated output is shorter than 1 ns. Figure 5.28 shows a picture
of FEB. Each FEB has two sets of VA and TA packages, thus processing 64 input channels in
total for one MAPMT.

The DAQ Board is developed as a standard VME-9U board. A picture of the module is
shown in Fig. 5.29. Each of the eight channels has line drivers to control a FEB and a 12-bit
flash ADC to digitize multiplexed analog signal from a FEB. Timing information is sent to a
multi-hit TDC. The timing resolution and full range are 0.78 nsec and 50 u sec, respectively.
The resolution allows us to distinguish multiple events occurred in one spill.
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5.2.7 Data acquisition

The timing diagram of the data acquisition is summarized in Fig. 5.30. The neutrino data is
taken by using the beam trigger signal from the accelerator. After the beam trigger, pedestal
and LED triggers are generated. The cosmic-ray data are continuously corrected until 1.5 sec
after the beam.

5.3 Calibration

5.3.1 Energy scale calibration

The energy scale of each scintillator strip is calibrated with cosmic-ray muons. Figure 5.31 shows
the light yield distribution of one strip for the cosmic-ray muons. The path length inside the
strip and the attenuation effect in the WLS fiber are corrected in the figure. The mean light
yield is measured to be 26 pe/1.3 cm. This value is used as the calibration constant between
pe and the energy. Figure 5.32 shows the distribution of the calibration constant for all the
strips. The mean value of 9.1 pe/MeV is consistent with the expectation of 9.3 pe/MeV from
the laboratory measurement [85].

The stability of the calibration constant is also monitored with cosmic-ray muons. The upper
figure in Fig. 5.33 shows the time variation of the light yield of one strip. As described in the
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section of HASE-moni, the fluctuation around 30 — 60 days is due to the change of the MAPMT
gain. After applying the gain correction, the calibration constant is stable with 1.0 % precision
as shown in the lower figure of Fig. 5.33.

5.3.2 Timing calibration

The timing resolution is measured by the time difference between two adjacent TAs along a
cosmic-ray muon track in SciBar. The TOF of the muon, the light propagating time in the
WLS fiber and the correlation between timing and charge shown in Figure 5.34 are corrected.

Figure 5.35 shows the timing difference after applying the corrections. The standard de-
viation of the distribution is 1.9 nsec. The timing resolution of one TA is evaluated to be
1.9/v/2 = 1.3 nsec. This is good enough to select the beam timing window (1.1 psec) and to
distinguish the 9 bunch (125 nsec spacing) in the beam spill.

5.3.3 Calibration with test beam

We performed a test beam experiment TH51 with a smaller proto-type detector of SciBar in
the KEK T1 beam-line in March 2004. This beam-line provides the pions and protons up to
2 GeV/c. The purposes of T551 are to measure the scintillator quenching effect and the absolute
energy scale.

Scintillator Quenching

Scintillation light yield does not respond linearly to the energy given by ionization processes,
and results in reduction of light yield. The visible energy, AFyis, obtained from observed light
yield is not exactly equal to the deposited energy, AFE, especially for proton with the non-linear
quenching effect. The relation is expressed as a function of the expected energy deposition per
unit length, dE'/dz(expected), by the Birk’s formula, as

AFEy;s o C1
AE  1+4c¢y- dE/dz(expected)’

(5.2)
where ¢, is Birks constant to be determined by the measurement.
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Figure 5.36 shows the AFEyis/AFE as a function of true dE /dz estimated by the MC simulation
for various incident proton momentum. In Fig. 5.36, the quenching effect is clearly seen and
this effect is well reproduced by Equation (5.2) with the best fit value as

Birks constant (c2) = 0.0208 = 0.0003 (stat.) £ 0.0023 (syst) cm/MeV

where the systematic error is evaluated by changing the fitting conditions, such as fitted region
and the data set. This result is included in the MC simulation.
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Chapter 6

Event Reconstruction in SciBar

Charged current (CC) neutrino interaction and the neutrino energy spectrum are measured with
the SciBar detector. We describe the basic event reconstruction used to identify the CC events
and the classification of the events in the analysis.

The outline of the reconstruction processes is:

1. Track finding.

2. Muon identification.

3. Counting the number of tracks originated from the interaction vertex.

4. The quasi-elastic (QE) and non quasi-elastic (nonQE) event classification.

5. Particle identification.

6.1 Track Finding

We select hits for the track finding. The noise hits are rejected by the threshold cut after applying
the cross-talk correction. The cross-talk correction is described in Appendix-A in detail. After
the hit selection, we reconstruct the track candidates in each x and y view individually (2D
track search) by using a cellular automaton tracking algorithm [44,92]. Then we perform the
matching of tracks between x and y views (3D track reconstruction) by using the information
of timing and the positions of track edges. In this section, we discuss the following items.

e Hit efficiency of the scintillator strips

e Track finding efficiency

6.1.1 Hit efficiency

Selection

Figure 6.1 shows the timing distribution of all hits in the beam gate. Here we select
—100 < ¢t < 1200 nsec as a beam time window. The hit is required to be 3 o higher than
the pedestal level, corresponding to 0.5 photo-electrons. There are many background hits after
the beam time window. They are mainly due to cosmic-ray muons and beam-induced neutron
backgrounds called sky-shine [93]. We select the hits inside the beam time window. Then we
apply the cross-talk correction in order to remove the fake hits. Figure 6.2 shows the number
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of photoelectrons (pe) distribution after the cross-talk correction. A big discrepancy is found in
the low photo-electron region. These hits only appeared in real data are not synchronized with
the neutrino event according to eye scan. We select the hits with 2.0 pe threshold.

Hit Finding Efficiency

The hit finding efficiency of the n-th plane of each x and y view, €, , is defined as:

N # of events with hit on the n-th plane (6.1)
it = .
hit # of events with hits on the (n-1)-th and (n+1)-th plane

for cosmic-ray muon events.

Figure 6.3 shows a schematic view of the cosmic-ray event. Both hits at the most up-
stream (1st) and most downstream (64th) plane are required in order to select the clean single
tracks. The result of the hit finding efficiency of each plane in x and y views are shown in
Fig. 6.4. Both data and the MC simulation show the good hit finding efficiency of more than
99 %. We also check the hit finding efficiency as a function of the light path-length in the WLS
fiber since the light is attenuated in the fiber. Fig. 6.5 shows the averaged hit finding efficiency
of all the planes in x and y views as a function of the light path-length in the WLS fiber shown
in Figure 6.3. The efficiency is uniform for whole region because of the very low threshold.

6.1.2 Track finding efficiency

We estimate the track finding efficiency by using cosmic-ray muons and the muons from neutrino
event occurred inside the SciFi detector.

Figure 6.6 illustrates the method with cosmic-ray muons. At first, we select the single track
events. Then we mask some hits in the upstream and downstream region. After that, we re-
apply the track finding algorithm to a partially masked hit sequence of the track. The efficiency
is measured as follows.

# of single track events after masking

efficiency = (6.2)

# of single track events

Figure 6.7 shows the result of the track finding efficiency as a function of the number of planes
used in the track finding. The track finding efficiency is more than 98% for a track length of
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more than 6 planes (~ 8 cm) and reaches almost 100% at 12 planes (~ 16 cm) for both data
and the MC simulation.

Figure 6.8 illustrates how to estimate the track finding efficiency with the SciFi track. We
require the following condition to select the clean isolated track from SciFi with the expected
length of more than 8 cm in SciBar;

e Track starts from the upstream half of SciFi to remove the mis-reconstructed tracks.
e The track goes out from the most downstream layer of SciFi

e The extrapolation of the track is matched to hits of the trigger counter. The matching
condition is that the residual distance is less than 50 cm for both of x and y views.

e The extrapolation of the track is matched to the hits at both the first layer and the third
layer of SciBar. The matching condition is same as that for the trigger counter.

The number of selected events is defined as NeSX%.

We apply the tracking algorithm to the selected events and count the number of tracks
matched with the SciFi track. The matching condition is that the position residual between the
extrapolation of SciFi track and the start point of the reconstructed SciBar track is less than
50 cm, and the angle between them is less than 0.4 radian for both projection. The number of
selected events is defined as NOSIPS.

The track finding efficiency defined as N2 /NS5 is measured to be 99.2+0.1% for data and

99.1+0.1% for MC, respectively. Therefore, the track finding efficiency of isolated single track
is very high. The MC simulation reproduce data well.
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6.2 Muon Identification

CC events with a muon are used for the analysis. We identify the muon tracks by requiring that
the reconstructed track starting in SciBar is matched with a track or hits in MRD as shown in
Fig. 6.9. In this section, we describe the muon identification.

6.2.1 Selection
SciBar-MRD 3D matching track

The SciBar track which matches with the MRD track is defined as the SciBar-MRD 3D
track. The matched MRD track is required to start from the first chamber plane in MRD and to
stop inside MRD in order to reconstruct the muon energy using its range information correctly.
The matching condition is that the residual distance between the extrapolation of the SciBar
track and the start point of the MRD track is less than 20 cm, and the angle between them is
less than 0.5 radian for both x and y projections. When more than two SciBar-MRD 3D tracks
are found, the most energetic one is selected as the muon track.

SciBar-MRD 1L matching track

The SciBar track which matches with hits at the MRD first layer is defined as SciBar-MRD
1L track excluding MRD-3D track. The matching condition is the differences between the
extrapolation of the SciBar track and the MRD first layer hits are less than 20 cm for both X
and Y projections. When more than two SciBar-MRD 1L tracks are found, the most energetic
one is selected as the muon track.

Performance
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Figure 6.9: The event display of SciBar with a track matched to the MRD track (left) and the
MRD hit (right).

Figure 6.10 shows the true muon momentum distribution and the selection efficiency as
a function of the muon momentum estimated with the MC simulation. Here, the selection
efficiency is defined as:

# muons selected as the SciBar-MRD track in the SciBar fiducial volume
# muons generated in the SciBar fiducial volume

efficiency =

where we define the fiducial volume in the next subsection. As shown in the left figure in
Figure 6.10, the SciBar-MRD track selection imposes a threshold for muon momentum, p,,
of 0.40 GeV/c. The efficiency increases with the muon momentum and reaches 90% at the
momentum of 1 GeV/c. However, the efficiency drops above 3 GeV/c because the muon is not
contained in MRD.

6.2.2 Vertex finding and fiducial volume definition

Vertex definition

We define the upstream edge of the SciBar-MRD matching track as the interaction vertex as
shown in Fig. 6.11. Figure 6.12 shows the vertex resolution estimated with the MC simulation.
For the x and y directions, the resolution is 0.7 cm. As for the z direction, the resolution if
0.5 cm with the second peak due to the cross-talk.

Fiducial volume

We select the events whose vertex is in the SciBar fiducial volume of 260cm x 260cm X
135.2cm, which corresponds to 9.38t. Figure 6.13 shows the vertex distributions for all the
SciBar-MRD events together with the MC expectation. The definition of the fiducial volume is
also shown. In total, 11463 SciBar-MRD events are found in the SciBar fiducial volume. All
the SciBar-MRD events are used for the neutrino energy spectrum measurement described in
Chapter 8. The partial data of 10049 SciBar-MRD events obtained in K2K-IIb are used for the
cross section measurement of CC coherent pion production described in Chapter 7.

Timing distribution and non neutrino-induced background
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Figure 6.10: The solid line in the left figure shows all the generated muons in the fiducial
volume in the MC simulation as a function of the muon momentum. The hatched region shows
the muons selected as the SciBar-MRD track. The right figure shows the selection efficiency as
a function of momentum. The efficiency is defined as the ratio of the hatched region to the solid
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Figure 6.13: The vertex distribution of SciBar-MRD matching events. The black circles, open
histogram and the hatched histogram are data, the MC events and the expected QE events,
respectively. The definition of the fiducial volume is also shown.

s All event SciBar-MRD event
10 E F
i 102
107} :
10 ; 10 3
1 ; | | | | | | 1 ? | | " | | | | |
0 200 400 600 800 1000 1200 0 200 400 600 800 1000 1200
nsec nsec

Figure 6.14: The timing distribution of all events, which have one or more reconstructed track
inside SciBar (left), and all SciBar-MRD events (right).

Figure 6.14 shows the timing distribution of all events with one or more reconstructed tracks
inside SciBar (left), and all events with the SciBar-MRD track (right), respectively. In the
left figure in Fig. 6.14, non neutrino-induced events of sky-shine, which increase with time, are
seen under the beam timing structure. Those background events are removed by applying the
SciBar-MRD event selection. Thus, non neutrino-induced background is negligible after the

selection.

Detection efficiency and CC fraction

Figure 6.15 shows the neutrino selection efficiency for all and CC interactions as a function
of the neutrino energy, respectively. The efficiency is defined as:

# all (CC) events selected as SciBar-MRD evens
# generated all (CC) events in the SciBar fiducial volume

selection efficiency =

The efficiencies are estimated to be 43.4 % (3D - 34.1, 1L - 9.3 %) and 58.7 % (3D - 46.8 %, 1L -
11.8 %) for all and CC interaction, respectively. The fraction of the CC events is estimated to be
97.8 % (3D - 99.5 %, 1L - 91.7 %). The rests are neutral current (NC) interactions accompanied
by a charged pion or a proton which reaches MRD.

6.2.3 Muon selection efficiency

We estimate the selection efficiency of muons in neutrino interaction by using the following CC
candidate events selected without the SciBar track information.
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Figure 6.15: The solid line in the left side figures shows all the generated events (upper) and
all CC events (lower) in the fiducial volume as a function of the neutrino energy. The hatched
region shows the selected events as the SciBar-MRD event. The right side figures show the
selection efficiency as a function of the neutrino energy. The efficiency is defined as the ratio of
the hatched region to the solid line in the left figure.

1. We choose a MRD track starting from the first chamber layer and stopping inside MRD.

2. We select the events in which the extrapolation of the track to the upstream side is matched
to hits of EC for both x and y projection. The matching condition is the residual distance
of the expectation is less than 10 cm for each projection.

3. We collect the SciBar hits near the extrapolation of the track. The matching condition is
the residual distance is less than 20 cm for each projection.

4. If the most upstream hit which matches with the extrapolation of the MRD track is out
of the SciBar fiducial region, we reject the event.

The schematic drawing of the selection is shown in Fig. 6.16. The number of selected CC
candidate events are defined as Ngxcp.

Then we apply the SciBar-MRD matching selection to the CC candidate events. The number
of events selected as SciBar-MRD events are defined as N(sjeée“. The muon selection efficiency
defined as NE*/N&E is measured to be 92.0+£0.3% and 91.4£0.2% for data and the MC

simulation, respectively. The mis-selection mainly occurs due to the following reasons.

e When the two or more particles go out from SciBar, the combination of 2D tracks is
sometimes swapped with each other.

e If the events have many hits around the vertex, the 2D track finding process sometimes
fails in connecting hits along the muon correctly. For the events, X-track and Y-track of
muon are not paired because the edge position is not matched.

Figure 6.17 shows the muon selection efficiency as a function of the muon angle, where the
muon angle is the angle of matched MRD track. Although the efficiency becomes worse with
increasing the angle, the slope is not steep and it is well reproduced by the MC simulation.
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6.2.4 Muon energy reconstruction

The energy of the selected muon is reconstructed by using its range through SciBar, EC and
MRD as;

SciB EC MRD

E, = ES " +E~+E; ", (6.3)
dE\®

Ey = (E) - LX, X = SciBar, EC (6.4)

where EY (X=SciBar, EC, MRD), L* (X=SciBar, EC) and (dE/dx)* (X=SciBar, EC) are
energy deposit, the track length and the energy deposit per unit length in each detector. The
track length inside EC is calculated by using the SciBar track. The values of 2.10 MeV/cm and
11.25 MeV /cm are used for dE/dx in SciBar and EC, respectively. E}Y[RD is calculated from the
range-to-energy look-up table based on the GEANT MC code, where E'}YIRD includes the muon
mass.

Figure 6.18 shows the muon momentum distribution of the SciBar-MRD sample. The MC
simulation well reproduce the observation. Figure 6.19 shows the resolution of E,, estimated in
the MC simulation. The resolution is about 80 MeV and dominated by the MRD resolution.
The systematic uncertainty for £, is estimated to be 2.7 % in which the 1.0 % comes from the
uncertainty of iron density and the 1.7 % comes from the dE/dx uncertainty of MRD [44].

6.2.5 Muon angle

Figure 6.20 shows the distribution of muon angle with respect to the beam direction of all the
SciBar-MRD events. The MC simulation well reproduce the data. Figure 6.21 shows the angular
resolution estimated by the MC simulation. The resolution for the 3D angle and the 2D angle
in the projection to the X view and the Y view are evaluated to be 1.6, 1.0 and 1.0 degrees,
respectively.
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Figure 6.20: The distribution of muon angle with respect to the beam direction. Black circles,
open histogram and hatched histogram show data, the MC expectation and the expected CC-QE
component, respectively. The MC expectation is normalized by entries.
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Figure 6.21: The angular resolutions estimated by the MC simulation. Figure (A) shows the 3D
residual angle between the true and the reconstructed direction. Figure (B) and (C) show the
angle in the projection to the X view and Y view, respectively.

51



700

—_— —
i 2003 2004 E
4

600 | 4 ot
- ya S0 Aun D G A |
L MC e Xpectation E
E L i L i L

500 : —
Oct. Nov. Dec. Jan. Feb. Oct.

Figure 6.22: The number of MRD matching events (CC candidate events) per 108 POT for
each month. The dashed line shows the expected event rate.

6.2.6 Event rate

The number of SciBar-MRD events per 10!® POT for each month is shown in Fig. 6.22. The
observed event rate is stable within the statistical fluctuation and consistent with the MC expec-
tation. The expectation is derived by using the neutrino flux from Beam-MC, the cross section

of neutrino-nucleus interaction from NEUT and the SciBar-MRD event selection efficiency from
the GEANT simulation.

6.3 Track Counting and the Second Track Efficiency

6.3.1 Track counting

Once a muon track and the interaction vertex are reconstructed, we search other extra tracks
originated from the interaction vertex as follows.

1. We calculate the distance between a track edge and the vertex.

2. If the distance is within 9.0 cm in the x and y directions and within 4.5 cm in the z
direction, we count the track originated from the vertex. The 95% of QE events with two
reconstructed tracks identified as a muon and a proton are selected as two track event
after applying this cut in the MC simulation.

Figure 6.23 and 6.24 show the residual distance of each projection and the number of tracks
originated from the vertex, respectively. The one or two track events are used for the analysis
in this thesis. Hereafter, for two track events, the SciBar-MRD track is defined as the first track
and the other track is defined as the second track.

6.3.2 Second track finding efficiency

We evaluate the second track finding efficiency by eye-scanning because we do not have any
good control sample. Figure 6.25 shows the result of the second track finding efficiency and the
ratio of data to the MC events, as a function of the number of hits along the second track from
the vertex. As shown in the figure, the MC events reasonably agree with data. We take into
account the difference between them as a systematic error.
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Figure 6.23: The start position difference be-
tween the muon track and a second track in each
axis. In the figures, the black circles and the his-
togram show data and the MC events, respec-
tively. The criteria for track counting is also
shown.

9000 f
8000 | @ Daia
7000 F*
6000 F MC-all
5000 f

4000 MC-CCQE
3000
2000

1000
0 = . .

1 2 3 4 5 6
Ntrack

Figure 6.24: The number of tracks originated
from the vertex. The points show data. The
open and the hatched histogram show the MC
simulation and the expected QE events, respec-
tively. The MC events are normalized by entries.

finding efficiency

COO00CO0000
oRrNMwhUIONDOR

o

5 10 15

20

25 30 35 40 45
Nhit

k11|
905 |

0.9 |
0.85 |

oot | J

20

25 30 35 40 45
Nhit

Figure 6.25: The upper figure shows the second track finding efficiency evaluated by the eye-
scanning for data and the MC events as a function of the number of hits. The bottom figure

shows the ratio of data to the MC events.
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6.4 QE and nQE Event Selection

For two track events in the CC sample, we divide them into two categories — QE and non-QE
samples — by using kinematic information. Assuming QE interaction, the proton direction is
predicted from p, and 6, as

Pp = (—Puas —Puy, Py — pucosb,) (6.5)
where,
e = l(Mg — mi) +28,(M, —=V)— (M, — V)2 66)
v 2 —-E,+ (M, - V)+p,cosb,

and pyz, puy and V are the projected muon momentum of the x and y view and nuclear potential
set at 27 MeV.

Using this formula, we calculate the angular difference between the observed second track
direction and the expected direction (A#f,) as

cos G, — —Pug tan by, — py, tan by, + p® —p, cos b, €7

\/[(pﬁec)2 +p2 — 2piep, cos O, ][tan? O, + tan? 6, + 1]

where 0., and 6,, are the second track angle of each view with respect to the beam direction.

Fig 6.26 shows the A6, distribution. Events with Af), less than 25 degrees are selected as
the QE sample and events with Af), more than 25 degrees are selected as the nonQE sample.
With this selection, the QE fraction is 72% in the QE sample, and the nonQE fraction is 83%
in the nonQE sample.
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Figure 6.26: The A@, distribution of the 2-track sample. Hatched area are QE components in
the MC distribution.

6.5 Particle Identification (Proton/Pion separation)

Figure 6.27 shows the dE/dx distributions of the SciBar-MRD 3D matching track and the second
track of the QE sample, in which the proton purity is estimated to be about 90%. The proton
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Figure 6.27: The distributions of the Figure 6.28: The dE/dx distributions of SciBar-MRD
energy deposit per unit length for the track (muon) and the second track in QE sample (pro-
muon candidate track matched with ton) for data and the MC simulation.

MRD and the proton candidate track

in the QE sample.

track is clearly separated from the muon track. Since the pion track gives a similar dE/dx as the
muon track, we perform the separation of proton from the pion by using the dE/dx information.
As shown in Fig. 6.28, the MC simulation well reproduce the observed dE/dx distribution of a
muon and a proton.

Definition of particle identification variable; MuCL

The first step of the particle identification is to estimate a confidence level that a particle is
identified as a muon (pion) at plane-by-plane. The confidence level at each plane is defined as a
fraction of events in the muon (pion) dE/dx distribution above the observed energy deposition
per length, (dE/dx)ops. The dE/dx distribution of a muon is obtained from cosmic ray muons
as shown in the top figure of Fig. 6.29. The bottom figure in Fig. 6.29 shows the result of the
confidence level as a function of (dF/dx)eps. The confidence level at the i-th plane is referred to
as CL;.

The next step is to combine the C'L; obtained from all the planes penetrated by a track to
form a likelihood. In the case of two planes, the procedure to combine the two confidence levels
of CLy and CL, is as follows. If we assume the two confidence level to be independent of each
other, the product P = CL; x C'Ly is the combined probability. In the (C'Li, C'Ls) plane, the
hyperbola P = CL; x C'Ly gives such a combined probability and the event which has a higher
confidence level will be above the hyperbola. Therefore, the hatched area indicated in Fig. 6.30
can be considered as a unified confidence level C'Ly2, which is expressed as

1 1
CLi = 1-— / d(CL,) / d(CLy) (6.8)

P P/CLs
= P(1-InP) (6.9)

By analogy for the case of the two planes, the confidence level combined from n planes muon
confidence level, MuCL, is expressed as
(- InIICL;)’

MuCL = HCLiXZj 7
7]

(6.10)
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Figure 6.29: Upper figure shows dE/dx distribu-
tion of cosmic ray muon. Lower figure is muon
confidence level as a function of dE/dx in each
scintillator plane.

We sort CLs for each plane in a track sequentially from the bigger one and truncate CLs of 20%
from the larger ones and 50% from the smaller ones for avoiding the effects of the inefficiency
of scintillator (Fig. 6.31) and of track overlapping in one view.

Performance

Figure 6.32 shows the MuCL distribution of the muons and the protons. The muons and
the protons are clearly separated. The probability to mis-identify a muon track as a proton is
1.92+0.14 % and 1.76 £0.05 % for data and the MC events with the proton selection efficiency
of 90 %.

nonQE-pion/nonQE-proton event selection
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Figure 6.31: The C'L; distribution of proton track. A clear peak around 1 is caused by the
inefficiency of scintillator. The 20% of CLs from larger ones shown by hatched histogram are
not used for PID.
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Figure 6.32: The MuCL distribution of the muon tracks and the proton tracks for data (left)
and the MC events (right). The muons have a peak at 1, while the protons have a peak at 0.

The second track in the non-QE sample is then classified as a proton-like or a pion-like
track by the PID algorithm. Figure 6.33 shows the MuCL distribution of the second track
in the nonQE sample, which shows a good agreement between data and the MC simulation.
Events with the MuCL more than 0.10 are categorized as a nonQE-pion sample and events with
the MuCL less than 0.10 are categorized as a nonQE-proton sample. The efficiency and the
fraction of the proton track in the nonQE-proton sample are 85 % and 80% estimated by the
MC simulation, respectively.

1 AR o
5
SRR

MuCL (Proton)
Figure 6.33: The MuCL distribution of the nonQE sample. The red hatched histogram is shown
for protons, the blue is for pions, and the yellow is for other particles.

6.6 Selection and Data Summary

Figure 6.34 shows the summary of the event selections described in this chapter. After selecting
the CC candidate events and applying the selections described in this chapter, the SciBar events
are classified into the following four sub-samples;
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Figure 6.34: The analysis flow of the SciBar CC events.

Table 6.1: The summary table for the number of events in each subsample used in the CC
coherent pion analysis and the spectrum measurement, respectively. The efficiency and fraction
of the QE events are also shown.

Event category Coherent Spectrum QE efficiency QE fraction

analysis  measurement (%) (%)

1-track 6255 7256 50.0 57.8
QE 1623 1760 15.4 71.3
nQE 1773 2014 3.7 15.9
nQE-proton 930 - 2.9 26.3
nQE-pion 843 - 0.8 6.2

e 1-track sample
e 2-track QE enriched sample (QE sample)

e 2-track nonQE enriched sample in which second track is proton-like (nonQE-proton sam-

ple)

e 2-track nonQE enriched sample in which second track is pion-like (nonQE-pion sample)
The PID selection is not applied for the spectrum measurement as shown in the figure. The
number of observed events in each subsample is summarized in Table 6.1 together with the
efficiency and fraction of the QE event. The neutrino data of 20.3x10'® POT and 17.4x10'® POT

are used for the neutrino spectrum measurement and the cross section measurement of CC
coherent pion production, respectively.
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Chapter 7

Study of Charged Current Coherent
Pion Production

In this chapter, we describe the cross section measurement of CC coherent pion production with
SciBar data. This is the first experimental result in the neutrino energy region of a few GeV.
First, the motivation of this study and the theoretical models of the cross section are provided.
Then, the analysis and result are presented in detail. The improvement on our MC simulation
based on the result is also discussed in the last part of this chapter. The analysis and result in
this chapter are also summarized in [94].

7.1 Motivation

Observation of a low-q° deficit

Figure 7.1 shows the reconstructed four momentum transfer squared (¢2.) of all the CC
candidate events. Here, ¢? is reconstructed with muon momentum (p,) and angle (6,) with
respect to the v, beam direction by assuming QE interaction as,

qfec = 2E,(Ey, —pucost,) (7.1)
gree _ LMy —mi) + 2B, (My — V) — (My — V)? 72)
v 2 —E,+ (M, —V)+pycosb, ’

V : Nuclear Potential = 27TMeV
In this figure, the MC expectations are shown separately for each interaction mode of QE, CCl,
coherent 7, multi 7 and all neutral current interaction (NC). The coherent 7= components are
estimated with the Rein and Sehgal model as will be discussed in Section 7.2.1. The other
components are estimated with models described in Section 4.2. In this chapter, all figures are
presented with the same manner unless otherwise specified.

As shown in Fig. 7.1, a small but significant discrepancy is seen for the events with ¢2,. less
than 0.10 (GeV/c)?. This discrepancy is also observed by other near detectors [44,52,55] and
the MiniBooNE experiment [95]. This means that it is not due to the detector systematics.
Furthermore, this discrepancy cannot be explained by the uncertainty of the neutrino energy
spectrum. Therefore, the neutrino interaction model is considered as the source. However we
do not figure out which interaction mode is the source. This is known as “low-q? problem” [96]
and unsolved for over five years. Since this deficit may bias the neutrino energy spectrum
measurement according to the toy MC study [44], to identify the cause of this problem is
indispensable for the oscillation analysis.
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Figure 7.1: The g2, distribution of all the CC candidate events. A small but significant discrep-

ancy is seen for the events with g2 less than 0.10 (GeV/c)2.

A hint of the solution on the low-q°? problem

Figure 7.2 shows the ¢2,. distribution of the 1-track, QE, nonQE-proton and nonQE-pion
samples. A clear deficit is seen in the ltrack and nonQE-pion sample. Because the QE compo-
nent is very little in the nonQE-pion sample, QE is not the source of the low-¢? deficit. Also
the amount of the multi-m component is not sufficient to explain the deficit in the nonQE-pion
sample. In addition, a deficit is not seen in the nonQE-proton sample. Thus, CC coherent
pion production is the most suspicious mode as a cause of the low-¢?> deficit. This is the mo-
tivation on the analysis in this chapter. For the cross section measurement of CC coherent
pion production, many past experimental data exist in the neutrino energy region from 7 to
100 GeV [97-101], while there is no measurement at lower energies. Therefore, this analysis
gives the first experimental result of neutrino induced CC coherent pion production in the few
GeV region.

7.2 Coherent Pion Production

Coherent pion production is the neutrino interaction with a whole nucleus instead of an individ-
ual nucleon. Because all of the nucleons respond in phase, i.e., the overall scattering amplitude
is expressed to be a sum of amplitude of an individual nucleon, the process is referred to as “co-
herent”. Because the nucleus must remain unaltered, the signature of coherent pion production
is as follows,

1. The momentum transmitted to any nucleon must be small enough that it remains bound
in the nucleus, i.e.,

he(MeV - fm)

lale (MeV) < R{fm)

where R is the nuclear radius.
2. The transfer of charge, spin, isospin, or any additive quantum number is forbidden.

3. For non-zero scattering angles, the process is suppressed by a factor sin? 20, < (1/ Rv)?,
since Kt ~ vsinf, < 1/R [102], where K7 is the momentum transfer to a nucleus from
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Figure 7.2: The g2, distribution for the (a) 1-track, (b) QE, (c¢) nonQE-proton and (d) nonQE-
pion samples.

pion, and v is the energy transfer to a muon from neutrino. Thus the scattered muon
angle is less than about 40 degrees for carbon or oxygen nucleus, while the scattered pion
angle is generally not suppressed unlike muon.

There are many proposed theoretical predictions for the cross section [103-107]. They
are built on the basis of Adler’s theorem [108], relating the neutrino scattering cross sec-
tion o(v,N' — puX) to the pion scattering cross section o(mAN — X) at ¢> = 0. However,
the predictions vary widely, especially around a energy region of the few GeV region as shown
in Fig. 7.3. In the figure, the existing experimental results for NC coherent pion production are
also shown, where they are scaled to the case of carbon target and CC production by assuming
an A'/3 dependence of the cross section (o) and the relation of o(CC) = 20(NC). The results
are consistent with the prediction of the Rein and Sehgal and Marteau model.

7.2.1 Theoretical approach to the cross section

Cross section at ¢> =0

Based on the validity of the partially conserved axial-vector current (PCAC) hypothesis,
the Adler’s theorem [108] provides a relation between the single pion production and the pion-
nucleus elastic scattering cross section:

d?o(VA — vmA) G_2
dzdy 272

PmnE, (1 —y)o(rA — 7A) (7.3)

where G = 10_5m]*\,2 is the weak coupling constant, f is the pion decay constant, x and y are
Bjorken dimension less variables. Because the axial parts of the neutral and charged currents
form a triplet in isospace, we are led to fﬁo = (\/m frt)? = % fﬁr. Thus, the cross section
of neutral current coherent pion is exactly half of the cross section of charged current in the

framework.

61



[
o

©
1

6(10*°CM?)/NUCLEON

GGM(NC)
Aachen(NC)

Rein and Sehgal

3F

,"’Marteau

tadl

X ! ! ! ! !

0 05 M 15 2 25 3 35 4
Kelkar/Oset E, (GEV)
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production by assuming an A'/? dependence of the cross section (¢) and the relation of o(CC)
= 20(NC).

Cross section at ¢°> # 0

The extrapolation of the cross section to non-zero ¢® is performed based on the method
of hadron dominance, which treats interaction current as a superposition of hadrons. The
model is an extension of the model used in electromagnetic interactions, the vector meson
dominance (VMD) model. The VMD model treats the electromagnetic current as a superposition
of the contribution from the lightest vector mesons as

e m?
Ay+a—=p) = Y ——V AV +a — B) (7.4)

2
V=p"w,¢ gy @~ +my

In case of weak interaction, the p meson is used for the vector current and the 7 and a; mesons
are used for the axial current. For the coherent pion case, the a; meson contribution is considered
to be dominant, and the vector current and the vector - (axial-vector) interference contribution
are thought to be negligible [102,109,110]. Following the calculation of the VMD model, a cross
section is then obtained in terms of the a; meson scattering component and extrapolated to
non-zero ¢> with an a; propagator. The axial vector mass, m 4, is practically introduced in the
propagator to consider the additional contributions from other mesons. The cross section for
non-zero ¢° is expressed as

d’c(vA —vrA) G

2
dxdy - 2—7r2f£mNEV(1 ~v) (

2
_™Ma
qZ—i-mEl

2
) o(rA — 7A) (7.5)

Basically, the proposed theories agree up to this point except for the Belkov and Kopeliovich
model [105] as discussed later. The differences among them are seen only in the way of treating
the pion-nucleus scattering cross section. In the following, the Rein and Sehgal model is firstly
discussed in detail and then other models are briefly introduced.
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Rein and Sehgal approach

By introducing the nuclear form factor, F4(t), a cross section for pion scattering on nuclei
is expressed with that on nucleons as

do(mtA — 7A)
dt

odo(mN — 7wN)

= A%|F (t
[F'A ()] 7

li=0 (7.6)
where A is the atomic number of the nucleus. With the aid of the optical theorem, we find

. Ref N(0)
Imf n(0)

In the model, an average cross section from measurements of pion-deuteron scattering is incor-
)
porated as Ufolt\l. For the nuclear form factor, a simple form of

do(mN — 7N) 1 [ N

2
im0 = 7= |omn | (1+7?), (7.7)

|FA(t)|2 = eibmFabs (78)

is adopted, where b is related to the nuclear radius R by
1
b= gR?, (R = RyA'/?), (7.9)

where Ry = 1.0 fm is used in the model. The uncertainty of the radius is a dominant theoretical
uncertainty, which is evaluated to be about 35% in the original paper. The Fyy, is a t-independent
attenuation factor representing the effects of pion absorption in the nucleus, and expressed as

Fips = €7<m>//\ (7.10)

where, A=t and < z > are calculated as A(47R?/3) 1o and 3/4R by assuming the nucleus is
a homogeneous sphere with uniform density. This leads to the simple form as

9A1/3

A L 7.11
167R2 7! (7.11)

F, abs = €Xp

Therefore, the differential coherent pion cross section in the Rein and Sehgal model is expressed
as

Bo(vA —vrA)  G?

dadydt - TﬂfﬁmNE”(l —v) (

2
_Ma
q2-|-m124

2 (O.WN)Q
) A2ﬁ(l+r2)e’b|t‘FabS (7.12)

Other models

The Belkov and Kopeliovich approach [105] is based on a dispersion relation formalism
and uses the Glauber-Gribov model [102], in which the hadron-nucleus scattering amplitude
is modified to be one minus the product of amplitudes for the hadron not to interact with
any of the target nucleons. This cross section suppression is sometimes referred as “neutrino
shadowing” [111]. Another difference is the assumption that non-resonant pm-systems dominate
the axial current instead of a; meson. Thus, the form factor is changed as

2

2 2 2
ZmA2 _)(m[2,+m72r) ln<1+ q° +mz 2)
q° +m7 q-+mz (mp+mw)

(7.13)

where the latter one is almost equal to the former one for small ¢ because the mass of (pm)-
systems is similar to the a; mass.
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Figure 7.4: Schematic views of CC single pion production (left) and CC coherent pion produc-
tion (right).

The Paschos and Kartavtset group [104] agrees with the Rein and Sehgal approach. How-
ever, they point that the cross section formula is very difficult to be calculated analytically.
They perform the numerical calculation with consideration of the contribution from the various
possible Feynman diagrams.

The last active group in this field is Kelkar et al. [106] who address coherent pion production
mediated by A excitation in the nucleus. They employ a very detailed model of the nuclear
physics that accounts for nuclear medium effects on the A. As a result, the cross section around
1 GeV region is strongly suppressed compared with that from other models.

Among the models, the Rein and Sehgal model [103] is commonly used in neutrino oscillation
experiments because it is the only model that provides the kinematics of interaction. Therefore,
we specifically compare our result with the Rein and Sehgal model in this thesis.

7.3 Analysis Overview

7.3.1 Experimental signatures of CC coherent pion production in SciBar

Figure 7.4 shows a schematic views of CClz production (left) and CC coherent pion produc-
tion (right). In SciBar, the experimental signatures of CC coherent pion production are the
existence of two and only two tracks, both consistent with a minimum ionizing particle, and a
small ¢2,.. According to the MC simulation, the dominant background is the CClz production,
where the proton or the neutron is not detected.

7.3.2 Analysis flow in this chapter

Figure 7.5 shows a flow of the coherent pion analysis. The CC coherent pion candidates are ex-
tracted from the nonQE-pion sample. In order to suppress backgrounds, the following selections
are further applied:

1. Events with a pion-like track going backward are rejected, according to momentum con-
servation in the beam direction.

2. Events with a vertex activity are rejected. Here, the vertex activity means a large deposited
energy in the vertex strip or additional hits around the vertex.

3. Events are required to have a small ¢2., ¢%. < 0.10 (GeV/c)2.
The rejected events in the 1-track, QE, nonQE-proton and nonQE-pion samples are used to

estimate the amount of the background events in the final sample. Then we extract the yield of
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Figure 7.5: The analysis flow of the cross section measurement of CC coherent pion production.

the coherent pion events in the K2K neutrino beam and measure the cross section ratio to total
CC interaction. In the following, we describe each analysis step.

7.4 Selection of the Coherent Pion Candidate Events

Second track direction

Figure 7.6 shows the angular distribution of the pion-like track in the nonQE-pion sample.
In the CC coherent pion events, both the muon and pion tracks go forward. The events with
the pion-like track angle more than 90 degrees are rejected.

Vertex activity cut 1 — 2D track cut —

As described in Section 6.1, tracks are reconstructed first in two-dimensional views projected
in xz and yz planes. Then, xz and yz tracks are paired to reconstruct the 3D tracks. In the
nonQE-pion sample, CCl7w also results in a two track event when a recoil proton momentum is
below the tracking threshold or a track is overlapped with the other track in one view. In the
latter case, an additional ‘2D track’ is found near the vertex in the other view. Figure 7.7 shows
a typical event display of such an event. In the left figure of Fig. 7.7, the shortest track is the
additional ‘2D track’. Figure 7.8 shows the distance between the vertex point and the edge of
the additional 2D track when it exists. The hatched regions in Fig. 7.8 are the same area as
used in track counting, 9.0 cm for x and y directions, 4.5 cm for z direction. We reject the
events with an additional 2D track whose edge is inside this region.

Vertex activity cut 2 — Vertex strip activity cut —

The protons with momentum below the tracking threshold are detected as the large energy
deposit in the vertex strip. We reject the CClm events based on the activity in the vertex strip
as shown in Fig 7.9. However, the vertex position for z direction is sometimes mis-reconstructed
due to the cross-talk as shown in Fig. 6.12. To avoid the effect, we re-calculate the vertex
position using information of the second track direction only for this selection. The point at the
intersection of the first and the second tracks is re-defined as the vertex position as shown in
Fig. 7.10. Figure 7.11 shows the vertex resolution after the re-calculation. The small peak in
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Figure 7.6: The angular distribution of the second track in the nonQE-pion sample. Black circles
and histogram are data and the MC simulation, respectively. Events with the track angle more
than 90 degrees are rejected.

Figure 7.7: A display of an event rejected by the 2D track cut. The left figure is a xz-view and
the right is a yz-view. In the xz-view, an additional 2D track is found.
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Figure 7.8: The distribution of the distance between the vertex and the edge of 2D track.
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Figure 7.9: Event display for coherent pi (upper) and CClz (lower) in the MC sample. Red
marks indicate hits, and size of marks is proportionally related with energy deposition in the
strip. Blue dashed lines denote the reconstructed 3D track.

the z direction due to the cross-talk effect disappears and the resolutions in all the directions
are improved. The vertex resolutions after the re-calculation of vertex are 0.65 cm for the x and
y and 0.88 cm for the z direction. The vertex shift is negligible.

Figure 7.12 shows a distribution of energy deposited in the vertex strip for the nonQE-pion
and the QE sample. The expected contribution from each particle is calculated by assuming
that the vertex position is the center of a strip and the angle with respect to the beam direction
is a mean value of the angular distribution estimated by the MC simulation. The results are as
follows.

poo 2.0MeV/cm x (1.3/2)cm/ cos(30°) ~ 1.5 (MeV) (7.14)
p : 3.6MeV/cm x (1.3/2)cm/ cos(40°) ~ 3.0 (MeV) (7.15)
m : 2.0MeV/cm x (1.3/2)cm/ cos(40°) ~ 1.7 (MeV) (7.16)

The activity is expected to be about 4.5 (=1.543.0) MeV for QE and 3.1 (=1.54+1.7) MeV for
coherent pion production. The distributions in the figure are consistent with the expectations.
The MC simulation well reproduce the data. We select events in which the vertex strip activity
is less than 7.0 MeV.
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Figure 7.12: Energy deposit distribution in the vertex strip for the (a) QE sample and (b)
nonQE-pion sample. Events with the activity less than 7 MeV are selected.
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The g2, of coherent pion production event is expected to be very small due to the small
scattering angle of a muon. Events are required to have a g2, of less than 0.10 (GeV/c)?; this
retains about 90% of the simulated coherent pion events. Although QE interaction is assumed,
the ¢ of the CC coherent pion production is reconstructed with a resolution of 0.014 (GeV/ c)2
and shift of 0.008 (GeV/c)? as shown in Figure 7.13.

After applying all the cuts described above, 113 events out of 10049 SciBar-MRD events are
found in the signal region. In the following section, we estimate the amount of the background
events mainly from CClm production, and measure the coherent pion yield.

7.5 Background Estimation

The background contamination in the signal region is estimated by the MC simulation. However,
the background estimation is affected by systematic uncertainties such as neutrino interaction
cross section and the magnitude of the nuclear effects. The g2, distributions of all the samples
are used to constrain the uncertainties. The g2, distributions are compared between data and
the MC simulation using a x? fitting method. In the fit, the systematic uncertainties are treated
as the fitting parameters.

7.5.1 Fitting overview

The 1-track, QE, nonQE-proton and nonQE-pion samples with ¢2,, > 0.10(GeV /c)? are fitted si-
multaneously. Free parameters of the fit are the nonQE to QE relative cross section ratio (Ryqe),
the magnitude of the nuclear effects and the momentum scale of muons. For the MC expec-
tations, g2, distribution is prepared separately for QE and nonQE interaction. Thus, 2 x 4
templates are used in total.

During the fit, the fitting parameters are re-weighted relative to the expected values in the

MC simulation. Finally, the best fit parameters are determined by minimizing the y? function
defined below.
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Fitting parameters

The fitting parameters are defined as follows,

pall : overall normalization factor

Rige : nonQE to QE cross section ratio

140 pscale :  muon momentum scaling factor

1+02rack/1track ¢ the ratio of # 2-track events to # 1-track events

1+0nqE/qQE :  the ratio of # nonQE events to # QE events

1+0pr0ton/pion + the ratio of # nonQE proton events to # nonQE pion events

where all contents are relative to the nominal value in the MC simulation.
The dpscates 026k /1trk s> InonQE/QE> A0 dproton/pion T€Present the possible systematic variations
due to the nuclear effects and the detector systematic errors.

qfec distribution

The ¢2,. distribution is divided into bins with 0.05 (GeV/c)? width. The expected number
of events in the i-th ¢2. bin in each sub-sample, NZ 22})ple (sample=1track, QE, nonQE-proton,

nonQE-pion), is expressed with the fitting parameters as follows,

Nl = P [+ Ruge - nfisk ] (7.17)
E E E
Ni(?exp = Pr?‘(l)lrm ’ (1 + 52trk/1trk) ' [nSQE + ane : ngnQE:| (7.18)
E—
ir,lg(p P = Pr?(l)lrm ' (1 + 62trk/1trk) :
+ nQE/QE + proton/pion) |7 QB + finge N nQE ( : )
Fepi
Nir,lgtp o= Pr?‘(l)lrm ' (1 + 62trk/1trk) '
E-pi E-pi
(1 + dngr/qE) - [nﬁ%E P+ Roge " 1 nop pl} (7.20)

where, n?aénEp(lrelQE) is the expected number of each bin with the baseline MC simulation for

QE(nonQE) interaction.

Definition of y?

The x? function to be minimized is defined as

X = Xdist + Xayst (7.21)
The Xﬁist is calculated using binned likelihood method with the assumption that the content

of the observation in the i-th bin of each sample, N ZS iglsple follows the Poisson distribution with

Nsample

the mean of the expectation, N; .. =,

P (N_sa.mple N_sample)

%,0bs 7,eXp

2
Xdist = —2 H In
sample sample
sample,i P (N ,N )

i,0bs i,0bs
sample
_ sample  arsample sample %,0bs
= 2 Z (Ni,exp Ni,obs + Ni,obs In sample (7'22)
sample,i 1,€Xp
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where, P(A, B) is the Poisson probability of observing A events when a mean is B, expressed
as:
BA 4

P(A,B) = Te

(7.23)

The ngst is calculated with systematic parameters by including the correlation among them.
2 = Poyst'VIP 7.24
Xsyst = syst syst ( . )

where Pgyg represents a set of systematic parameters and V' is the non-diagonal covariance
matrix.
Py s consists of four systematic parameters defined as,

6pscale

52trk/1trk (725)
5nQE /QE
5prot0n/pion

Psyst =

7.5.2 Systematic parameters and covariance matrix

In this subsection, we describe the systematic errors and the correlations.

(1) The systematic error of two track event selection, O9trk/1trk

The systematic errors and the sources of the two track event selection are summarized in
Table 7.1.

Table 7.1: The systematic error for o /14rk

Track counting +2.7% | -1.0%
Threshold effect (+15%) +0.7% | -0.0%
Cross talk (2%/4%/6%) +1.1% | -1.1%

Second track finding efficiency | +0.9% | -4.3%
Sub-total (Detector originated) | +3.1% | -4.5%

Proton re-scattering (+ 10%) +2.9% | -2.6%

Pion absorption (£ 30%) +1.7% | -1.7%
Pion inelastic scattering (+ 30%) | +2.3% | -2.9%
Sub-total (Nuclear effect) +4.1% | -4.2%

\ Total | +5.1% | -6.2% |

The size of detector originated systematic errors are comparable with the error from the
nuclear effects. For the detector systematic errors, the dominant source is the error of the
second track finding efficiency limited by the statistics of the event of eye-scanning.

Track counting

At the track counting, we require the second track to start within a certain region from the
vertex as described in Section 6.3.1. When we change the requirement by +50%, 0ok /ltrk 18
changed by +2.7% and -1.0%. We assign the values to the systematic error of dogi/1¢rk-
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Hit threshold

For the track finding, we set the hit threshold at 2.0 photo-electrons (pe). The energy
deposition corresponding to 2.0 pe is varied by about +15 % as shown in Fig.5.32. When we
change the threshold by +15%, dopi 14k is changed by +0.7%. We assign this value to the
systematic error of dpgri/1¢rk-

Cross-talk

The cross-talk of the MAPMT is set at 4% in the MC simulation. The absolute error of the
cross-talk level is estimated to be 2% from the laboratory measurement [87]. When we change
the cross-talk by +2%, 0ok /16rk 18 changed by +1.1 %. We assign this value to the systematic
error of dggri/1trk-

Second track finding efficiency

As described in Section 6.3.2, we evaluate the systematic error of the second track finding
efficiency by eye-scanning as a function of the number of hits associated with the track. We
estimate the systematic error of doir 14k by taking the difference between data and the MC
simulation. The systematic shift of daq /14 is found to be +0.9%, -4.3%.

Nuclear effects

In the MC simulation, nuclear effects on the produced hadrons are taken into account; for the
pions originating from neutrino interactions, absorption, elastic scattering, and charge exchange
inside the target nucleus are simulated based on the past experimental data. The cross section
of charge exchange is negligible compared with the other two effects. The accuracy of the
measurements is 30% level in the region of the pion momentum from the A(1232) decay [83].
The proton re-scattering inside the target nucleus changes the angle and the momentum of the
proton. The uncertainty of the cross section is estimated to be 10% level [112]. We prepare
several special MC event sets by changing the cross sections of the processes by 30% for the pion
absorption and the pion inelastic scattering and by 10% for the proton re-scattering separetely.
We check the variation of 0y /14 With the different MC event sets. The variation is +2.9%,
-2.6% for the proton re-scattering, +1.7%, -1.7% for the pion absorption and +2.3%, -2.9% for
the pion inelastic scattering. We assign the quadratic sum of the variations to the systematic
error of dogr/1trk-

(2) The systematic error of QE and nonQE event selection, onQE/QE

The systematic errors and the sources of the QE and nonQE event selection are summarized
in Table 7.2. The dominant source is the uncertainties of the nuclear effect. Among the error
sources, the systematic error from the cross-talk and nuclear effects are estimated with the same
method as that of doiri/1¢rk-

Angular resolution

A difference of the angular resolution between the data and the MC simulation is evaluated
by comparing the direction of the SciBar track with that of the MRD track in the SciBar-MRD
sample.

We find that the RMS of the (Asg — Ourp) distribution is 3.5 degrees for the data and
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Table 7.2: Systematic error for dnonqr/qQE
Angle resolution +1.0% | -0.0%
Cross Talk (2%/4%/6%) +2.2% | -2.9%
Muon momentum scale (£ 2.7%) | +1.5% | -4.3%
Sub-total (Detector Originated) | +2.8% | -5.2%

Proton Re-scattering (£ 10%) | +2.9% | -2.8%

Pion absorption (£ 30%) +0.0% | -5.4%
Pion inelastic scattering (+ 30%) | +0.3% | -4.7%
Sub-total (Nuclear effect) +2.9% | -7.7%

| Total | +4.0% [ -9.3% |

4.1 degrees for the MC simulation. When we intentionally change the angular resolution of the
data by +2.1 (=v4.1% — 3.5%) degrees, the d,,nqr/qr is changed by +1.0 %. We assign the
number to the systematic error of d,,nqEr/qQE-

Muon momentum scale

The systematic error of the muon momentum scale is 2.7% as stated in Section 6.2.4. When
we change the scale by & 2.7%, d.qr/qr is changed by +1.5% and -4.3%. We assign this number
to the systematic error of d,qr,/qE-

(3) The uncertainty of nonQE-proton and nonQE-pion event separation, d,ston/pion

The systematic errors and the sources of the nonQE-proton and nonQE-pion event separation
are summarized in Table 7.3. The dominant source is the uncertainty of nuclear effects. Among
the sources, the systematic error from hit threshold, cross-talk and nuclear effects are estimated
with the same method as that of dpp/14rk-

Table 7.3: Systematic error of dproton/pion

Threshold +2.2% | -2.5%

Cross Talk (2%/4%/6%) +1.1% | -1.3%
Particle ID +0.0% | -1.8%

PMT resolution +1.0% | -0.2%
Quenching factor +2.2% | -2.3%

Sub-total (Detector Originated) | +3.4% | -4.1%
Proton Re-scattering (+ 10%) | +0.0% | -6.3%

Pion absorption (£ 30%) +6.4% | -10.5%
Pion inelastic scattering (& 30%) | +0.0% | -4.2%
Sub-total (Nuclear effect) +6.4% | -12.9%

| Total | +7.2% | -13.5% |

Stability of MuCL

The stability of PID performance is checked by using the muons. Figure 7.14 shows time
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variation of the MuCL value to satisfy the 90% efficiency for muons. The MuCL value is stable
within 4+ 0.008. We evaluate the systematic error of the MuCL cut value for the proton and

pion identification. When we change the cut value by + 0.008, the d,rot0n/pion 18 changed by

f?:ggg. We assign the number to the systematic error of dpr60n/pion-
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Figure 7.14: The stability of the threshold value of MuCL

PMT resolution

The PMT resolution of 40% is implemented in the MC simulation. The ensuing measurement
in the laboratory reveal that the resolution is 70% — 100% at our operation voltage. We prepare
another set of the MC events with 100% PMT resolution in order to cover the range. When we
use the MC events with 100% PMT resolution, the d,rot0n/pion 18 changed by +1.0%. We assign
the number to the systematic error of dproton/pion-

Scintillator quenching

We describe the details of the scintillator quenching in Section 5.3.3. We estimate the
systematic error from the scintillator quenching by changing the Birk’s constant within the
measurement error and find the variation of dprot0n/pion bY fgg;ﬁ We assign the number to the
systematic error of d,rot0n /pion -

(4) Covariance matrix

As shown in Table 7.1, Table 7.2 and Table 7.3, the nuclear effects are common systematic

error sources of the parameters; dyi/1trks OnQE/QE and Oproton/pion- L herefore, we take the
correlation into consideration as,

cov(pl,pZ): Z Zconditian(A(pl)A(pZ))

source Zcondition

where “source” means the following three kinds of nuclear effects: pion absorption, pion inelastic
scattering and proton re-scattering, and “condition” means the sets of prepared MC simulation.
The covariance matrix is found to be,
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Table 7.4: Best fit value of parameters in ¢ fitting.

parameter | value | error(total) | error(stat.) | estimated error (before fitting)
Ruqe/qe | 1.071 0.074 0.027 0.200
Opscale -0.012 0.003 0.003 0.027
Ogtrk/1trk | 0.014 0.026 0.020 0.062
OnQE/QE 0.043 0.054 0.030 0.093
Oproton /pion | 0-079 0.051 0.040 0.135
6pscale 62trk/1trk 6nQE/QE 5proton/pion
Spscale +(0.027)? 0 0 0
vV - O2trk/1trk 0 +(0.062)2  —(0.052)%>  +(0.056)?
0nQE/QE 0 —(0.052)2  +(0.093)2  +(0.041)?
dproton,/pion 0 +(0.056)2  +(0.041)%  +(0.135)?

7.5.3 Fitting result

A minimum y? point in multi-parameter space is found by changing the Rpqe and the systematic
parameters. The x? value in the region with ¢2,. greater than 0.10 (GeV/c)? at the best fit point
is 73.2 for 82 degrees of freedom (DOF). The best fit values and the errors are summarized in
Table 7.4. The statistical errors are also shown in the table. We estimate the statistical error
by performing the fitting with all the other systematic parameters fixed to the best fit value.
All the fitting parameters stay within their estimated errors.

Fig 7.15 shows the ¢Z. distributions of the data together with the MC simulation with
the best fit parameters. The MC simulation well reproduces the observation in the region
> 0.10(GeV/c)?.

The number of background events in the signal region is estimated to be 111.4 by the MC
simulation with the best fit parameters.

7.6 Coherent Pion Yield in the K2K Neutrino Beam

Figure 7.16 (a) shows the ¢2,. distribution after applying all the selections and Fig. 7.16 (b)
shows the ¢2. distribution of the rejected events in the nonQE-pion sample. As shown in the
figure, a clear deficit is found in the region of ¢2. < 0.10(GeV/c?), while no deficit is found for
the sample of rejected events as shown in Figure 7.16 (b). We use the events with g2, less than
0.10 (GeV/c)? in the final sample for the cross section measurement.
The efficiency corrected number of coherent pion events is calculated as
exp
N(coherentm) = Nobs = Ny, (7.26)

€coher

where Ny, Ngg) and €coner are the number of observed events, the number of background
events estimated by the MC simulation, and the detection efficiency of coherent pion calculated
by the MC simulation defined as,

the number of selected coherent pion events

(7.27)

€
cohem the number of generated coherent pion events in the fiducial volume

respectively.
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Figure 7.15: The ¢2, distributions for the (a) ltrack, (b) QE, (c) non-QE-proton, and (d)
non-QE-pion samples.
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These are found to be,

Nops = 113 (7.28)
NEP = 111.389 (7.29)
€coner = 0.211. (7.30)

After subtracting the background and correcting the efficiency, the number of coherent pion
events is measured to be,

N (coherentw) = 7.64 &+ 50.40(stat.) (7.31)

in 9.38 ton fiducial volume with 17.4 x 10'® POT.
As a result, no evidence of CC coherent pion production is found in the data.

7.7 Cross Section Ratio to Total CC Interaction

7.7.1 Normalization; total CC interaction

In K2K, it is difficult to estimate the absolute neutrino flux due to difficulties in the estimation
of the primary proton beam intensity, the proton targetting efficiency, and hadron production
cross sections.

Therefore, total CC interaction is used for a normalization of the neutrino flux and the
cross section ratio to total CC interaction is measured. The total number of CC interaction is
estimated by using the SciBar-MRD sample. As described in Section 6.2.2, 10049 events are
identified as the SciBar-MRD sample. The detection efficiency and purity in the sample are
calculated by the MC simulation,

the number of selected CC events

= = 0.569 (7.32
cce the number of CC events generated in the fiducial volume ( )
Purity’, — the number of selected CC events 0980 (7.33)

the number of events selected as a SciBar-MRD sample

By correcting the efficiency and purity, the total number of CC events is

Nops - Purity$
N(n,CC) = =< WRLZ)CC Myec (7.34)
= (17.30 £ 0.16(stat.)) x 103 (7.35)

in 9.38 ton fiducial volume with 17.4 x 108 POT.

7.7.2 Cross section ratio

We estimate the cross section ratio of CC coherent pion production to total CC interaction to
be,

o(coherent 7)/o(v,CC) = N(coherent 7)/N(v,CC) (7.36)
= (0.04 £ 0.29(stat.)) x 1072, (7.37)
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7.8 Systematic Error

In this section, we estimate the systematic error of the coherent m cross section ratio. The
systematic errors and the sources are summarized in Table 7.5.

For convenience, the systematic error sources are divided into four categories; those related to
(i) nuclear effect and the interaction model, (ii) background estimation, (iii) event selection, and
(iv) detector response. As shown in Table 7.5, the systematic error is +0.32 x 1072, —0.35 x 102
in total. The dominant sources are nuclear effect and the interaction model.

Table 7.5: The summary of systematic errors in the CC coherent pion cross section ratio.

‘ Source of error ‘ error(x10~2) ‘
Nuclear effect and the interaction model (40.27, -0.25)
Pion absorption (£ 30%) +0.17 -0.08
Pion inelastic (£ 30%) +0.06 -0.19
Proton rescattering (£ 10%) +0.10 -0.09
Bodek correction (£ 30%) +0.05 -0.04
CCl7 suppression +0.14 -

M 4(CCQE,CClr) (£ 10%) +0.05  -0.04
Background estimation (4+0.12, -0.11)
Roorjon (= 2.7%) 10.07  -0.07
Normalization(P,gr/qgr) (£ 3.0%) +0.09 -0.08
Muon momentum scaling factor(Ppscqre) (£ 0.3%) | +0.02 -0.01
Spectrum shape (uncertainty of Spectrum fit04) +0.03 -0.03
Event selection (4+0.11, -0.17)
2Track event selection +0.09 -0.05
A0, cut +0.00 0.0
Particle Identification +0.07 -0.03
2D track cut +0.01 -0.16
Vertex strip activity cut +0.00 -0.05
Detector response (4+0.09, -0.16)
2nd track finding efficiency +0.01 -0.00
Cross talk(2%,4%,6%) +0.04 -0.03
Hit threshold(+ 15%) +0.05 -0.07
PMT resolution(80%/120%) +0.00  -0.00
Scintillator quenching +0.06 -0.14
Pion interaction (+ 10%) +0.00 -0.00

7.8.1 Nuclear effect and interaction model

Nuclear effect

The method how to estimate the systematic error from nuclear effect is already described in
Section 7.5.2. The errors are shown in Table 7.3.
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Bodek correction

We apply the Bodek and Yang correction to deep inelastic scattering. This correction is
performed as a function of true ¢ as,

2
Correction factor = qgmeq::% (7.38)

This correction factor is extracted from the ep (up) scattering data (SLAC,BCDMS and NMC).
The uncertainty of the correction is about 30% [79]. We impose £30% error on the correction.
When we change the correction factor by £ 30%, the cross section ratio is changed by +0.05 x
1072 and —0.04 x 10?. We assign the number to the systematic error of the cross section ratio.

¢* distribution of CC1l7 interaction

In this analysis, we assume the ¢? distribution of CC17 interaction model. However the g2,
distribution of the nonQE-proton sample (Fig. 7.15 (¢)) may indicate an additional deficit by
the CCl7 events in the region ¢2,. < 0.10(GeV/c)2. We evaluate the possible amount of the
additional CClz deficit from the ltrack, QE and nonQE-proton samples. Here CC coherent
pion interaction is removed in the MC simulation. We use the suppression function to CClx
interaction used in the previous K2K oscillation analysis [43],

q1:2rue —0.1

A +1  for ¢, <0.1

Fitting the g2, distributions of three sub-samples in ¢Z,. < 0.10, we obtain A = 0.255 & 0.102.
The ¢2,. distributions with additional CC17 suppression are shown in Fig. 7.17. When we use
the CCl7 suppression in the MC simulation, the coherent 7 cross section ratio is changed by
+0.1442 x 102, We assign the change to the systematic error of the cross section ratio.

M4(QE,CC1r)

In the MC simulation, we set M4 at 1.1 GeV/c2 for both QE and CClw. The uncertainty of
M value is 0.1 GeV/c? [77]. When we change the M4 value by +£0.1 GeV/c?, the cross section
ratio is changed as shown in Table 7.6. We assign the following number to the systematic error,

Systematic Error(M4) = \/syst.(QE)2 + syst.(17)? =10 939 x 102 (7.39)

Table 7.6: The cross section ratio with each condition for M 4. We quote the quadratic sum as
the systematic error.

case o(coherent 7)/o(v,CC) | variation from center value
M4(QE) = 1.01 0.018 x 102 —0.014 x 102
MA(QE) = 1.21 0.045 x 1072 40.013 x 1072
M4(CClr) = 1.01 —0.003 x 102 —0.035 x 1072
M4(CClr) = 1.21 0.045 x 102 +0.047 x 1072
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Figure 7.17: The g2, distribution of all the sub-samples. The CCl7 production is suppressed
by (¢4 —1)/A +1 for g2, < 0.1 (GeV/c)? with A=0.255 in the MC simulation.

7.8.2 Background estimation

Fitting parameter (RnQE/QEa 5nQE/QEa 5psca.le)

We estimate the systematic error of the cross section ratio by the background estimation by
varying the fitting parameter within the statistical error shown in Table 7.4. The systematic
errors are summarized in Table 7.5.

Neutrino energy spectrum

We estimate the systematic error from the uncertainty of the neutrino energy spectrum. We
vary the spectrum shape within the uncertainty of the previous K2K spectrum measurement [43,
44]. We consider the correlations among neutrino energy bins by using the error matrix shown
below. The cross section ratio is affected by £0.03 x 1072 by the spectrum uncertainty.

E,bin 00-05 05-075 075-10 15-20 20-25 25-30 3.0—

0.322  —0.083 0.013  —0.015 —0.007 —0.020  0.017

—0.083 0.224 —0.041 0.004  —0.006 0.002  —0.008

0.013  —0.041 0.040  —0.011 0.010 0.003  —0.008

VM = —0.015 0.004 —0.011 0.024  —0.029 0.028 —0.017
—0.007  —0.006 0.010  —0.029 0.060 —0.078  0.046

—0.020 0.002 0.003 0.028  —0.078 0.158 —0.125

0.017  —0.008 —0.008  —0.017 0.046 —0.125  0.167
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7.8.3 Event selection

Track counting

We estimate the systematic error by the track counting with the same method described in
Section 7.5.2. The error size is +0.0914 x 1072 and —0.0476 x 1072

Af, cut
We estimate the systematic error from the A#, cut by changing the cut value by £5 degrees.
When we change the cut value by &5 degrees, the cross section ratio is changed by —0.046 x 10~2.

We assign this number to the systematic error.

Particle identification

We consider the following two systematic sources for the PID. One is the uncertainty of the
MuCL cut described in Section 7.5.2. When we change the cut value of the data within the
uncertainty, the cross section ratio is changed by +0.0515 x 1072, —0.0258 x 10~2.

Another source is the difference of MuCL distribution between the data and the MC sim-
ulation. We estimate the systematic error by changing the cut value of both the data and the
MC simulation as shown in Fig. 7.18. When we change the cut value by +0.01, the cross section
ratio is changed by +0.0423 x 10~2 and —0.0032 x 10~2.

We assign the quadratic sum of +0.0666 x 1072 and —0.0260 x 10~2 to the systematic error
of the cross section ratio.
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Figure 7.18: The variation of the cross section ratio by varying the cut value of PID.

o o
w N

2D track cut

At the additional 2D track search, we require the 2D track to start within a certain region
from the vertex as described in Section 7.4. When we change the requirement by +50 %, the
cross section ratio is changed by 40.010 x 10~2 and —0.157 x 10~2. We assign the number to
the systematic error of the cross section ratio.

81



Vertex strip activity cut

We estimate the systematic error from the vertex strip activity cut by changing the cut value
by 1 MeV. When we change the cut value by =1 MeV, the cross section ratio is changed by
—0.050 x 1072, We assign the number to the systematic error of the cross section ratio.

7.8.4 Detector response

We estimate the detector related systematic error with the same method as that described in
Section 7.5.2 except for the pion-CH interaction described below. The error is shown in Table 7.5
Cross section of 7 interaction

We use the CALOR program library [113,114] to simulate the pion-CH interaction in the
detector simulation. Fig 7.19 shows the comparison of the cross section by CALOR with that by
a custom-made code of SK. The SK code is based on the existing measurements. The uncertainty
of the past measurements is estimated to be 10 %. The CALOR and the SK code agree well.
When the cross section of 7 interaction is varied by £10 %, the coherent 7 cross section ratio
changes by 0.004 x 1072, We assign the change to the systematic error of the cross section ratio.

o*n (1/cm)
0.03 f

0.025 * b4 ® Calor

0.02 |

0.015 | Soagper®e|
i o

0.01 | % ~

0.005 |9

N R
OO 0.5 1 1.5

(GeVic)

Figure 7.19: The pion-CH cross section in CALOR and SK code. The SK code is based on the
past measurements.

7.9 Upper Limit

The cross section ratio of CC coherent pion production to total CC interaction is measured to
be,
(0.04 £ 0.29 (stat.) 032 (syst.)) x 10~ 2.

This result is consistent with the non-existence of CC coherent pion production in the K2K
neutrino beam energy. An one-sided confidence interval of the cross section ratio at 90% CL is
set as

o(CC coherent 7)/c(r,CC) < 0.044 4 1.28 x /stat.? + syst.?
= 0.60 x 107>,
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This upper limit is 22.5 % of the prediction by the Rein and Sehgal model.

7.10 Summary and Discussion

In this chapter, we search for CC coherent pion production by muon neutrinos with a mean
energy of 1.3 GeV. No evidence of CC coherent pion production is found. An upper limit
on the cross section ratio of CC coherent pion production to total CC interaction is set to be
0.60 x 1072 at 90% CL. This result is the first experimental limit for CC coherent pion production
by neutrinos of the few GeV. The limit is inconsistent with the prediction of the model by Rein
and Sehgal, 2.667 x 1072,

Figure 7.20 shows the comparison of our result with other existing experimental results
for neutrino induced NC coherent pion production in the few GeV region. In the figure, the
absolute cross section of our result is estimated based on the total charged current cross sec-
tion calculated by averaging over the K2K neutrino energy spectrum in the MC simulation,
1.07 x 10738¢m?/nucleon. In addition, the other results are scaled to the case of the charged
current production with carbon target by assuming an A'/3 dependence of the cross section
and the relation of o(CC) = 20(NC) from the isospin relation. The discrepancy between the
extrapolation from the NC measurement and the present result is as large as three standard
deviation; Rein and Sehgal model cannot explain both CC and NC interactions consistently. To
build a consistent picture of this interaction, the theoretical models have to be modified for at
least one of the following points:

e The energy dependence of the cross section below 2 GeV
e The atomic number dependence of the cross section
e The cross section relation between NC and CC

These points will be more precisely checked with additional data from planned high statistics
experiments, namely SciBooNE [115] ! and/or Minerva [116], in the near future.

> 10 p
% 9 b wv.co) =1.07x10% em?inucteon — Rein-Sehgal
O g E for averaged K2K neutrino energy
) =
§ 6 2 GGM(NC)
‘s 5 2 Aachen(NC)
£ 4t
g 3F
v 2
1F 0.65x 10
0 I A I 2 I S IR R A A R
0O 05 1 15 2 25 3 35 4 45 5

E, (GEV)

Figure 7.20: Comparison of our data with other existing experimental results in the few GeV
neutrinos. Results of other experiments are scaled to the carbon target.

Tn addition, SciBooNE also plans to study this channel with anti-neutrinos
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7.10.1 Comparison between the observation and no CC coherent pion model

As discussed above, the g2, distribution of SciBar-MRD sample strongly indicate no CC co-
herent pion production by the K2K neutrino beam. To validate this result we check several
distributions, such as p,6,, the second track length in SciBar (Lonq), and second track angle
with respect to the beam direction (f2nq). Some distributions of other near detectors are also
shown.

Figure 7.21 shows the p, and 6, distributions of the 1 track sample together with the
MC expectations with (upper) and without (lower) CC coherent pion production. The MC
expectations without CC coherent pion well reproduce the observation including events with
forward muons (< 10deg.) unlike those with CC coherent pion. Figure 7.22-7.24 show the p,,
0, Long and O3nq for the QE, nonQE-proton and nonQE-pion sample, respectively. For each
sample, the MC expectations of upper figures include CC coherent pion production and the
lower figures do not include it. For the QE and nonQE-proton sample, the MC expectations
in both with and without CC coherent pion case reproduce the observation at the same level 2
because almost no coherent pion event is expected in these samples. This fact also indicates that
QE and CClx production are not a primary source of the ‘low-¢?’ problem. For the nonQE-pion
sample, the MC expectations without CC coherent pion reproduce the observation, and the clear
discrepancies are found in especially the angular distributions in the case with CC coherent pion
production. Thus, SciBar data support no CC coherent pion model.

In addition, other near detector data also support no CC coherent pion result. Figure 7.25
and 7.26 shows 6, and g2, distributions of IKT CC sample and the SciFi nonQE sample together
with the MC expectations with and without CC coherent pion production. For 1KT, data are
reasonably reproduced by no CC coherent pion MC simulation. For SciFi, no CC coherent pion
model show better agreement with the observation.

Therefore, a model without CC coherent pion well reproduces all the observations.

7.10.2 Neutrino interaction model for the oscillation analysis

As described above, the non-existence of CC coherent pion production gives a solution of the
“low-q” problem described in the beginning of this Chapter. Consequently, we adopt the no
CC coherent pion model in the MC simulation. By using the modified MC simulation, we can
reliably predict the observations including low-q? events without any correction as was done in
the previous analysis [43,44]. The MC simulation is now ready for the oscillation analysis.

2The agreement of the second track angular distribution is not good. We already confirmed that it is not due
to the reconstruction bias. However, we do not specify the cause yet.
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Chapter 8

Near Detector Analysis

The neutrino event rate and energy spectrum before neutrinos oscillate are measured with the
near detector (ND) system to predict the rate and spectrum at SK. In this chapter, we describe
the analysis procedures and present results of the measurements. At last, we briefly describe
the far to near neutrino flux ratio that is used to extrapolate the near detector measurements
to SK.

8.1 Number of Neutrino Events at the Near Site

The number of neutrino events is measured with 1KT to predict the number of neutrino events
at SK. Since 1KT has the same detector technology and use the same interaction target as SK,
most of the systematic errors on the prediction at SK, mainly from the uncertainties of the
detection efficiency and the neutrino cross-sections are canceled out by extrapolating the 1KT
measurement.

8.1.1 Analysis overview

We select the neutrino events by using the pulse height information of sum of all the PMTs
signals (PMTSUM), recorded by Flash Analog-to-Digital Converter (FADC). If the FADC peak
is greater than 1000 photo-electrons, we identify the event as a neutrino event. The threshold
is high enough compared to the signals from the electron from a muon decay. A schematic view
of the selection by FADC is shown in Fig. 8.1. In addition, we define the fiducial volume and
select the events reconstructed inside the fiducial volume of the 1KT detector.

We often observe multiple neutrino events in one beam spill due to the high intensity of
neutrino beam. Since it is hard to reconstruct the vertices of the multiple-event correctly, we
select only the spills with one neutrino event (single-event) to guarantee the event reconstruction
quality. Then, corrections for multiple events in a spill are applied to obtain the total number
of neutrino events.

8.1.2 Event selection in the 1IKT detector

The selection criteria for the measurement of the number of neutrino events are as follows:

e Timing cut
The 1KT detector is triggered with more than 40 hits of inner PMTs within a 200 nsec
time window. The events within a 1.1 usec beam spill timing are selected.

e Pre-activity cut
The events with an activity within 1.2 usec before the beam timing are rejected.
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Figure 8.1: The schematic view of the pulse height distribution of PMTSUM in the case of two
neutrino interactions occurring in one beam spill.

e Low energy event rejection
The events with the total number of photo-electrons greater than 200 are selected. This
threshold is equivalent to 30 MeV of electron deposited energy.

e Total photo-electron cut
As described in the previous section, the events with a PMTSUM peak of at least 1,000
photo-electrons in FADC are selected. This threshold is equivalent to 100 MeV of electron
deposited energy. We avoid counting the electron from the muon decay with this threshold.

The total number of FADC peaks after this selection is defined as Nggtﬁ{l.

e Single event selection
The events with more than one FADC peak in a spill are rejected to avoid mis-reconstruction
of the vertices. The number of single events is defined as N];eak' The ratio, N'otal /N;

peak eak’
is used to correct the reduction rate by the single event selection.

e Fiducial volume cut
The cylindrical volume with a radius of 2 m and a length of 2 m along the beam direction,
is used as a fiducial volume. This selection imposes the fiducial mass of 25 ton. The 1KT
fiducial volume is shown in Fig. 8.2.

The detailed description for the event selection and reconstruction are found in [52].

After applying all the selections, 163,784 single-events survive in total. The selection effi-
ciency as a function of the neutrino energy is estimated with the MC simulation as shown in
Figure 8.3. Here, the selection efficiency is defined as:

# of detected neutrino events in 25 ton

selection efficiency = (8.1)

# of generated neutrino events in 25 ton

The total efficiency is estimated to be 75 %.

8.1.3 Corrections on the number of selected event

We estimate the total number of neutrino events from the selected number of single events,

Nsleﬁft, by considering the amount of possible background events and the effect of multiple

events as follows.

1 Nmtil
NIKT — 1KT | . __beak C . (8 2)
obs select 1+ Rpa NI multi ) .
peak
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Figure 8.2: The definition of the fiducial volume Figure 8.3: The selection efficiency as a function
of 1KT. It is a cylindrical region which has a of E,.
radius of 2 m and a length of 2 m.
where
Rpg : a fraction of background contamination in the selected sample
Chuiti @ a correction factor for multiple events in a spill which are not be identified

as multiple events with the FADC selection.

In this subsection, we explain the corrections factors shown in Equation 8.2.

Background rate; Rpg

The possible background sources are cosmic ray muon and an incoming muon produced by
a neutrino. In addition, the fake events due to the reflection pulse in the signal cables occur
only for the 1999 runs. The amount of the cosmic ray muon backgrounds is estimated with the
random trigger data and found to be 1.0 %. For the neutrino-induced muon backgrounds, the
amount of the background events is estimated to be 0.5 % by eye-scanning with information of
outer PMTs. The fraction of fake events due to the reflection is estimated to be 2.6 % in the
1999 runs.

Reduction rate by the single-event selection; N'°%! /N

peak eak

The reduction rate by the single-event selection is shown in Table 8.1 for each K2K run
period.

Multi event correction; Ciyiti

Some multiple events are not identified by the FADC peak counting. The mis-identification
rate is estimated with the MC simulation and found to be 2.3 %. The fraction of the multiple
events in the total number of interaction is also estimated to be 0.34 with the MC simulation.
Thus, the correction factor Chy,y; is calculated to be 1/(1 — 0.34 % 0.023) = 1.008.
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Table 8.1: The reduction rate of the neutrino events by the single-event selection for each K2K
run period.

Period Ngg;il ng;ile reduction rate
K2K-Ia | 109119 89782 1.215
K2K-Ib | 1854781 1475799 1.257
K2K-II | 2012446 1588669 1.267

Table 8.2: The systematic errors on the total number of events in 1KT.

Source ‘ Error
Fiducial volume 3.0%
Energy scale 0.3%

FADC fluctuation | 0.8%
FADC threshold 1.5%
Background rate | 0.5%
Multi-event corr. | 0.7%

Stability 1.6%
Beam profile 0.3%
Total 4.1%

8.1.4 Total number of neutrino events in 1KT

After applying all the selections and corrections, the total number of neutrino events in 1KT
is measured to be 206,666. Table 8.2 shows the systematic error sources and the sizes on the
total number of neutrino events. The total systematic error is 4.1%. The dominant systematic
source is the uncertainty of the fiducial mass. The detailed description of the systematic error
evaluation is found in [52].
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Figure 8.4: The (p,,6,) two-dimensional distributions of the SciBar 1-track sample. The area of
each box is proportional to the content. The observation and the MC expectation is compared
in the fitting.

8.2 Neutrino Energy Spectrum at the Near Site

We measure the neutrino energy spectrum at the near site with 1KT, SciFi and SciBar. As
described in Section 3.2, we cover the relevant neutrino energy region by using three detectors.

8.2.1 Analysis overview

We reconstruct the neutrino energy from the muon kinematics of p, and 6, by assuming QE
interaction as shown in Equation 2.2. In the analysis, we use two-dimensional distributions of
py versus 0, to measure the neutrino energy spectrum. The observed (p,, 6,) distributions
are compared with the MC expectations by using the y? fitting, treating the neutrino energy
spectrum in MC as fitting parameter.

The fitting method

In order to obtain the neutrino energy spectrum, we fit the (p,, 6,) distribution with the MC
expectation as shown in Figure 8.4. The neutrino energy is divided into eight bins as shown in
Table 8.4. For the MC expectation, the (p,,6,) distribution is prepared separately for each F,
bin and for each of QE and nonQE interactions. The 8 x 2 distributions are prepared in total
for each event sample.

The free parameters in the fit are neutrino spectrum divided into eight energy bins ( ff’ ey fg’ )
and the cross section ratio of CC-nonQE to CC-QE (R.qr). The systematic uncertainties,
such as nuclear effects, the energy scale, the track finding efficiency, and other detector related
systematics, are also incorporated as the fitting parameters (f). In addition, the spectrum
measurement by PIMON is used as a constraint of the spectrum for £, > 1.0 GeV.

During the fit, the flux in each energy bin and R, qr are re-weighted relative to the values in
the MC simulation. The flux for £, = 1.0 — 1.5 GeV bin is fixed to unity for the normalization,
and another set of parameters are prepared to normalize the distributions in each detector.

The x? functions are separately defined for each detector and then summed to build a
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Table 8.3: The E, interval of each bin.
17 13 13 f7 13 fe 7R
E, [GeV] | 0.0-0.5 0.5-0.75 0.75-1.0 1.0-1.5 1.5-2.0 2.0-2.5 2.5-3.0 3.0—

Table 8.4: The summary table for the number of events in each sample used in the analysis.
The efficiency and fraction of the QE events are also shown.

Event category Number of QE efficiency QE fraction

Events (%) (%)
1-track 7256 50.0 57.8
QE 1760 15.4 71.3
nonQE 2014 3.7 15.9
combined x? function as
2 .2 2 2 2
XND = XikT T XSF T XSB T XPivon (8.3)

Finally, a set of the fitting parameters ( fid’ , RuqE : f) is found by minimizing the x? function.
The best fit values, their error size and the correlation among them are used as inputs of the
oscillation analysis.

In the following, we describe the analysis of only the SciBar part because the analysis proce-
dures of all the detector parts are same. The descriptions for the 1KT, SciFi and PIMON parts
are found in Appendix-C and references [47,52,55].

8.2.2 Analysis of the SciBar part

Event selection

In the analysis, the 1 track, QE and nonQE samples selected in Chapter 6 are used. The
number of events, fraction and efficiency of QE events for each category are summarized in
Table 8.4. Here, the fraction and efficiency of QE are defined as:

# QE events selected in the fiducial volume

E effici
QE efficiency # QE events generated in the fiducial volume

# QE events selected in the fiducial volume

E fracti
QE fraction # Events selected in the fiducial volume

The selection procedure and the performance of the reconstruction are described in Chapter 6.

(pu,0,) distribution

The bin width of the (p,,6,) distribution is 0.1 GeV/c for p, and 10 degrees for 6,. Fig-
ure 8.5 shows the two-dimensional templates of the 1-track sample as an example. As described,
the MC templates for 1-track sample is prepared separately for each E, bin. In addition, sep-
arate template is prepared for QE and nonQE interactions. Thus, the contents in each (i,j)-th
(pu,0,) bin of ltrack-sample, NP 1trk(j, 4), is expressed with the 16 templates and the fitting
parameters as,

8
E ks - SB Exp 1trk, . . Exp 1trk, . .
NExp Lk gy — peB Z flf . [”k,(gE (1,7) + RuqE - nk,n%n(sE(z,j)] , (8.4)
k=1
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where

PI\SIOBrm : a normalization parameter
ngfg’Eltrk(', /) the expected number of contents in (i,j)-th bin for QE interaction
with the baseline MC simulation.
n],;j;%r}gé (,7) the expected number of contents in (i,j)-th bin for nonQE interaction

with the baseline MC simulation.

The bin contents for QE and nonQE sample is expressed in a similar way.

Exp 2trk-QE [ - SB SB
NP 2irkQ (27]) = PXorm P2trk/1trk
8
Exp 2trk-QE [ - Exp 2trk-QE [ -
X0 SE - e, 5) + Rage g 2 G, 4)] (8.5)
k=1
Exp 2trk- E(; - _ pSB SB SB
NP 2rknonQ (Za]) = PXorm P2trk/1trk ’ PnonQE/QE
8
Exp 2trk- E/ . . Exp 2trk- E/ . .
X Zflf [nk)gE renenQE () + RuQE * M nonqyE non (ZaJ)] , (8.6)
k=1
where PQSt]?k J1rk and PHS(EIQE QE are free parameters already defined in the coherent pion analysis

in Section 7.5.1. In addition, the MC distributions are scaled along the p, axis by

r Pu
Pu = pSCIBAR (8.7)
p—scale
where PSESIgf;R is a parameter to vary the p, scale within its systematic uncertainty as stated

in the Section 6.2.4.

Definition of x2g

The x? of the SciBar part consists of the following two components,

X%ciBar = Xgont + ngst (8'8)

The x2,,; is calculated based on the binned likelihood method as follows,

L (Nobs. INEXP. O’)
2 c »"'Cc »
= =2 In 8.9
Xcont ; L (Ngbs; Ngbs; O’) ( )
© (z — NoP(i, )2 | &N (@de
£ (Ng=:NEPo) = / - ! : dz. (8.10
coten? H 0 Varay b 207 N g 7 510

where, C runs through the ltrack, QE and nonQE samples, and N°P(i, j), NP (4, j) and o;;
are the observed number of event, the expected number of event and the systematic error of the
expectation in the (i,j)-th bin in each sample.

The ngst is calculated with systematic parameters by including the correlation among them.

ngst = (Psyst - PO)tV_l(Psyst - Py) (8.11)

where Pgyt represents a set of systematic parameters, Py is the nominal value of the system-
atic parameters, and V' is the non-diagonal covariance matrix. Psysy and Py consist of three
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Figure 8.5: The (p,,0,) distributions of the SciBar 1-track sample. The topmost figure shows
the observed data, and the others are the MC simulation divided into each E, bin, each QE
and nonQE interaction. The templates are arranged in order of increasing the corresponding
neutrino energy from top to bottom, and those for QE (nonQE) interaction are put to the
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systematic errors and defined as,

P;%]sacale 1.0

P = P/ (P)y=110]. (8.12)
pSB 1.0
nonQE/QE

The error and correlation among the parameters are evaluated with the same manner as in the
coherent pion analysis, and found to be,

(0.027)2 0 0
V= 0 +(0.058)2  +(0.017)% | . (8.13)
0 +(0.017)2  +(0.059)2

8.2.3 Fit results

We find the minimum x? point in the multi-parameter space by changing the spectrum shape,
R,qE and the systematic parameters. The central values and the errors of the fitting parameters
are summarized in Table 8.5. The result of the spectrum measurement is shown in Fig. 8.6 with
the prediction of the Beam-MC simulation. All the systematic parameters stay within their
estimated errors.

Figure 8.7, 8.8, 8.9 show the p,, 0, and q>,. distributions for each sample of 1KT, SciFi and
SciBar. The event samples and selections for 1KT and SciFi are described in Appendix-C. The
expected distributions of the MC simulation with the best fit parameters are also shown. The
MC simulation reproduce all the distributions well.

The result of the measurement with only one detector data is also shown in Table 8.5. All
the fitting parameters are in good agreement within their errors each other except for R,qE.
We discuss the discrepancy on R,qr among the three detectors below.

Additional R,qE error

As described above, the fit result for R,qp is inconsistent among the three detectors. The
R, qE is constrained by the shape of (p,, 6,,) distribution for the 1IKT measurement because only
one sample is used for the measurement as shown in Appendix-C, while the R,qg is constrained
by the ratio of the number of events in nonQE sample to those in QE sample for the SciFi and
SciBar measurement. The discrepancy originates from the lack of understanding of nuclear effect,
energy dependence of nonQE to QE cross section ratio and the detector-specific systematics.
Thus, the discrepancy should be treated as a systematic error.

However, the R,qr value strongly depends on the F,, spectrum or the systematic parameters,
like correlation between R,qr and PEE’HQE as shown in Table 8.5. We perform the second fit
for each detector sample to check the inconsistency on R,qr obtained under the same fitting
condition. In the second fit, the F, spectrum and the systematic parameters, except for the
overall normalization parameters, are fixed at the best fit values with three detectors. The best
fit value of R,qr in the second fit is (1KT, SciFi, SciBar) = (0.76, 0.99, 1.06), while the fit result
with three detectors is 0.96. Therefore, we assign an additional error of 0.20 to R,qg in order
to account for the inconsistency.

Error matrix as an input of oscillation analysis

Finally, the errors of the measurement are obtained in the form of an error matrix. Corre-
lations between the parameters in the fit are taken into account in the oscillation analysis with
this error matrix. The elements in the error matrix are shown in Table 8.6. In the table, the
square root of the error matrix (sign [M;;] - \/|M;;|) is shown in the unit of %.
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Table 8.5: Results of the spectrum measurement. The best fit value of each parameter is listed for
the fits with all the detectors data, with the 1K'T data, with the SciFi data and with the SciBar
data, respectively. The reduced x? (x2,, /DOF) and the averaged x? of each detector (x*/Npin)
are also shown.

parameter ‘ 1KT+SciFi+SciBar ‘ 1KT only SciFi only SciBar only ‘
f1 (0.00-0.50 GeV) 1.657 +0.437 2.310 £ 0.373 =1 =1

f2 (0.50-0.75 GeV) 1.108 +0.075 1.178 £0.071  0.882+£0.317  1.166 + 0.251
f3 (0.75-1.00 GeV) 1.155 =+ 0.060 1.066 £0.065 1.157 £0.201  1.145 £0.134
fa (1.00-1.50 GeV) =1 =1 =1 =1

f5 (1.50-2.00 GeV) 0.918 + 0.040 0.882£0.087  0.980 £0.107  0.963 £ 0.070
f6 (2.00-2.50 GeV) 1.045 + 0.053 0.908 £0.176  1.188 +£0.096  0.985 + 0.086
f7 (2.50-3.00 GeV) 1.185 £ 0.137 0.970 £0.668  1.062£0.230  1.291 £0.283
fs (3.00- GeV) 1.232 +£0.179 =1 1.323 £0.203  1.606 + 0.749
Ruqr 0.964 + 0.035 0.556 £0.062  1.069 £0.060  1.194 = 0.092
ple 0.948 + 0.024 1.168 =+ 0.047 — —

P e 0.984 + 0.004 0.998 £ 0.006 — —

P 1.009 £ 0.028 — 0.925 + 0.058 —

P2 e 0.979 + 0.006 — 0.980 = 0.007 —

PP density 0.929 £ 0.011 — 0.928 £ 0.012 —

PPE ster —1.389 +2.488 — —1.859 & 2.567 —

PSE ¢ 0.960 + 0.014 — 0.932 £ 0.017 —

pSE . 1.049 + 0.055 — 0.993 £ 0.062 —

P 0.998 +0.010 — — 1.003 £ 0.011
P3E 0.976 = 0.004 — — 0.972 + 0.004
P/ 1tk 0.954 + 0.022 — — 0.961 + 0.023
POy QB/QE 1.066 + 0.032 — — 0.978 & 0.040
X221/ DOF 688.2/588 477/ 71 328.7 / 273 253.3 / 228
X2t /Nbin 85.6 / 80 47.7 / 80 — —
X%ciFi/Nbin 336.3 / 286 — 328.7 / 286 —
XZeiBar/ Nbin 265.5 / 239 — — 253.3 / 239
X3ioxn/Nbin 0.8 /3 0.5/3 — —
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Figure 8.6: The neutrino energy spectrum measured at the near site. The expectation with the
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Table 8.6: The best fit values, errors, and error matrix for f; and R,qr. The square root of

error matrix (sign [M;;] - \/|M;;|) is shown in the unit of %.

2

J1 fo /3 Ja f5 f6 J7 fs Ruqr
Best fit 1.657 1.108 1.155 =1 0.918 1.045 1.185 1.232  0.964
Error (%) 0.437 0.075 0.060 fixed 0.040 0.053 0.137 0.179  0.035
f1 43.86 -3.16 7.28 — -2.21  -0.76  -3.48 0.81 -8.62
fo -3.16  7.51 1.97 — 1.90 0.62 1.29 2.43 -5.68
I3 7.28 1.97 6.00 — 3.38 1.63 3.44 1.71 -2.99
fu (fixed) —
fs -2.21 1.90 3.38 — 4.04 -1.86 4.53 2.20 1.65
fe -0.76  0.62 1.63 — -1.86  5.28 -5.85 5.11 0.94
fr -3.48 1.29 3.44 — 4.53 -5.85 13.67 -10.14 4.09
fs 0.81 2.43 1.71 — 2.20 511 -10.14 18.35 -11.77
R.qE -8.62 -5.68 -2.99 — 1.65 0.94 4.09 -11.77 20.30
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are shown by open histograms. The QE components in the MC simulations are also shown by
hatched histograms.
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Figure 8.10: Energy spectra (left) and the far/near flux ratio (right) measured by PIMON for
K2K-Ib. The cross points with error bars show the result of the PIMON measurement, and
hatched boxes show the prediction of the Beam-MC simulation.

8.3 Far/Near Flux Ratio

We use the neutrino flux ratio of the near site to the far site as a function of E,, far/near flux
ratio (Rp/n(Ey)), in order to estimate

e the number of events in SK from the number of neutrino events in 1KT.
e the neutrino energy spectrum at SK from the spectrum measurement at the near site

We evaluate Rp/n(E,) by the beam-MC simulation described in Section 4.1. The validity of
the result is confirmed by the pion monitor (PIMON) measurement. Figure 8.10 shows the
results of the neutrino spectra and the far/near flux ratio by PIMON. PIMON is sensitive to
neutrinos with energy greater than 1 GeV because the momentum threshold for pions is set
at 2 GeV/c in order to be insensitive to the primary 12 GeV protons. The prediction of the
Beam-MC simulation is shown in Fig. 8.10. The PIMON result and the calculation by Beam-MC
simulation are consistent with each other. We use the verified Beam-MC simulation shown by
hatched boxes in the right figure of Fig. 8.10 as the central value of Rp/n(Ey).

We also use the PIMON data to estimate the errors of the far/near flux ratio including
correlation among each energy bin for the region above 1 GeV, while we use the Beam-MC
simulation to estimate the errors on the region below 1 GeV. The central value and the error
matrix of the far/near flux ratio is summarized in Table 8.7, where we assume no correlation
between E, > 1 GeV and E, < 1 GeV. The detailed description of the PIMON measurement
and the far/near ratio is found in Ref. [47,52].

8.4 Summary and Discussion of Near Detector Analysis

In this chapter, we evaluate the number of neutrino event, the neutrino energy spectrum and
the far/near flux ratio based on the measurement in ND.

The number of neutrino events is measured with 1KT. Based on this number and evaluated
Rp/n(Ey), we estimate the number of neutrino events in SK.
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Table 8.7: The center values, errors, and error matrix of the far/near flux ratio since K2K-Ib.
Errors are the square root of the diagonal element of the error matrix (%).

E, [GeV] 0.0-0.5 0.5-1.0 1.0-1.5 1.5-2.0 2.0-2.5 2.5—
Rp/n (x1079) 1.222 0.677 0.625 0.968 1.501 1.837
Error (%) 2.6 4.3 6.5 10.4 11.1 12.2
0.0-0.5 6.6x10°% —2.7x10°* 0 0 0 0
0.5-1.0 —2.7x107*  1.8x1073 0 0 0 0
1.0-2.5 0 0 43%x1073 5.7x107* —32x107% —1.6x103
1.5-2.0 0 0 5.7x107% 1.1x1072  9.1x1073  2.5x1073
2.0-2.5 0 0 —-3.2x107% 9.1x10°3 1.2x1072 5.2x1073
2.5- 0 0 —-1.6x107% 25x1073  5.2x1073  1.5x1072

The neutrino energy spectrum at the near site is measured using the (p,, 6,,) two-dimensional
distributions in 1KT, SciFi, and SciBar CC events. Since the MC prediction is now reliable even
in the low-q? region thanks to the cross section measurement of CC coherent pion production
described in Chapter 7, we can use all the events in the measurement with confidence unlike
in the previous measurements [43,44]. The nonQE to QE cross section ratio, R,qg, is also
estimated in the measurement. Since the result for R,,qg is inconsistent between three detectors
beyond their fitted errors, we assign the additional error on R,qF to cover the discrepancy. The
correlation between each energy bin and R, qE is estimated in the form of an error matrix. Based
on these results and Rp/y(E,), we estimate the neutrino energy spectrum at SK.

The results of ND measurements extrapolated to SK are used in the oscillation analysis
described in Chapter 10, together with the observations in SK presented in the next chapter.
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Chapter 9

Observation in the Far Detector

In this chapter, we describe the event selection of the accelerator-produced neutrinos at the far
detector, SK.

9.1 Neutrino Event Selection

9.1.1 Timing selection

The far detector, SK, is continuously taking data of atmospheric neutrinos in addition to our
accelerator-produced neutrinos. We use the timing information from the GPS system described
in Chapter 3 to identify the accelerator produced neutrinos. The time window in our analysis
is defined as:

AT = TSK — TKEK — TOF (91)

where, Tsk is the observed time at SK, Tkgk is the beam spill time at KEK and TOF is the
time of flight of neutrinos between KEK and SK, approximately 833 usec. In the analysis, we
select the events with AT between -0.2 psec and 1.3 psec where we consider the spill length of
1.1 psec and the resolution of GPS of 0.15 psec. Thanks to the timing selection, the atmospheric
neutrinos is suppressed by the order of 107°.

9.1.2 FCFV event selection

Other backgrounds, such as a cosmic-ray muon, low energy gamma produced inside the sur-
rounding rock, are rejected with the following selections.

e Decay electron cut

If a muon stops in the tank, it decays into an electron and neutrinos:
p— e+, + v, (9.2)

To avoid the ets being mis-identified as a neutrino event, the SK events with an activity
30 psec prior to the event time are rejected. A dead time by this cut is less than 0.1%.
e HE (High Energy) trigger

The events with more than 31 (16) hits in the inner detector within 200 nsec time window
are selected for SK-I (SK-II). This threshold corresponds to 50-100 (20-50) photo-electrons
for SK-I (SK-II).
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e Total photo-electron cut

The events with the light yield more than 200 (94) photo-electrons in a 300 nsec time
window are selected for SK-T (SK-IT) to remove low energy backgrounds such as the gamma-
ray from radon in water and from the surrounding rock. This threshold corresponds to
about 20 MeV of electron deposited energy.

e Flasher event cut

The events caused by a spark inside PMT are called ‘flasher event’ and fake neutrino
events. The flasher events are rejected by imposing the following three selection criteria;

Maximum photo-electron cut

Since the flashing PMT has a large charge signal, the events with PEp,,x/PE3sq greater
than 0.2 (0.4) are rejected for SK-T (SK-IT), where PE,,,x is the maximum number of pho-
toelectrons in PMTs and PE3g is the total photo-electrons within 300 nsec time window.

Hit timing distribution cut

The flasher events typically have a broad hit-timing distribution because of continuous
flashing. We search for the minimum number of PMT hits within 100 nsec by sliding the
time window in the range from 300 to 800 nsec after the trigger time (N3iM). If the total
number of PMT hits is greater than 800, we require N < 14 (19) for SK-I (SK-TI) to
reject the events with significant delayed hits. If the number of PMT hits is less than 800,
we require NI < 10 (10) for SK-T (SK-IT).

Goodness of vertex fit cut

The vertex position is not reconstructed correctly for the flasher events. We use the
goodness of a vertex reconstruction to reject the flasher events. If the goodness is less
than 0.4, we reject the events as a flasher event.

e OD (outer detector) activity cut

In order to remove incoming particles, such as cosmic-ray muons, we reject the events with
an activity in OD. We require the maximum number of hits in the OD cluster is less than
10. Furthermore, events with the number of OD hits more than 50 within a 800 nsec time
window are also rejected. We select the fully contained (FC) events with this selection.

e Visible energy cut

We select the events with the visible energy greater than 30 MeV in order to remove the
remaining low energy backgrounds such as the gamma-ray from radon in water and from
the surrounding rock. Here, the visible energy, FEyig, is the sum of electron-equivalent
energy for each ring.

e Eye scanning cut
To eliminate the flasher event completely, we perform eye-scanning for all the remaining
events. We confirm that the selected events are neutrino events.

e Fiducial volume cut

Figure 9.1 shows the (r,z) distribution of survived events in K2K-I and K2K-II after ap-
plying all the selections mentioned above. Finally, we select the events with the vertices
more than 2 m away from the ID wall in order to select neutrino interactions occurring
inside the SK detector. This selection imposes the 22.5 kt water fiducial volume (FV).
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Figure 9.1: Vertex distribution in Super-K. The left (right) figure shows K2K-I (K2K-II). In the
figure, the inner line shows the 22.5 kt fiducial volume and the events inside the fiducial volume
are selected.

After applying all the selections mentioned above, 112 FCFV events are observed. The
number of events at each selection stage is listed in Table 9.1. The selection efficiency estimated
by the MC simulation is 77.2 % and 77.9 % for SK-I and SK-II, respectively. As shown in Fig. 9.2,
the remaining 112 events are concentrated inside the 1.5 psec time window synchronized with
the beam spill timing. The number of events observed outside the 1.5 psec time window is three,
which is consistent with 2.3 expected background events by atmospheric neutrinos. The relation
between the accumulated number of protons on target (POT) and the number of observed events
in SK is shown in Fig. 9.3. The observed number of events is proportional to the accumulated
POT as expected.

The observed 112 events are further classified into several categories with the number of rings
and the particle type. The number of events in each event category with the MC expectation
without oscillation are summarized in Table 9.2. In data, 58 single ring muon-like (1Ru) events
are observed, which are used for the spectrum analysis. A typical display of the 1Ru event is
shown in Fig. 9.4.
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Table 9.1: Summary of the number of selected events at each reduction step in SK.

Selection Criteria K2K-I K2K-II Total
1 Analyzed number of spill 9177578 8214003 17391581
2 Rough timing cut (|AT| < 500 psec) 107892 470469 578361
3 HE trigger 36560 29878 66438
4 Total photo-electron cut 18902 16623 35525
5 Visible energy cut 103 88 191
6 Eye scanning cut 95 87 182
7 Fiducial volume cut 56 59 115
8 Fine timing cut (—0.2 < AT (usec) < 1.3) 55 57 112
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Figure 9.2: The time difference distribu-
tion. Upper figure shows the HE (High En-
ergy) triggered events in £500 psec time
window after the decay electron cut (solid
line), total photo-electron cut (light hatch),
and fiducial volume cut (dark hatch).
Lower figure shows the HE events in
£5 psec time window after the fiducial vol-
ume cut.
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Figure 9.3: The number of observed FCFV
events as a function of POT. Dots are data
and the solid line is the linear fit to the
average event rate.
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Table 9.2: The observed number of neutrino events in each category in SK. The MC expectation
for the null oscillation case is also shown. Each number in K2K-I and K2K-II is shown in the
brackets.

DATA MC
(K2K-ILK2K-II) (K2K-I,K2K-II)
FC 22.5K¢t 112 155.9
(55, 57) (79.7, 76.2)
1-ring 67 99.0
(33, 34) (50.2, 48.8)
mu-like 58 90.8
(30, 28) (46.4, 44.4)
e-like 9 8.2
(3,6) (3.8,4,4)
Multi-ring 45 56.8
(22, 23) (29.5, 27.3)
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Figure 9.4: A typical event display of single-ring muon-like event at SK.
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circles with error bars are data, and solid lines show the MC expectation without neutrino

oscillation. Dashed (dotted) lines show the expected distributions with neutrino oscillation with
Am? =3x1073 (2x1073) eV? and sin? 20 = 1.

9.2 Observed SK Event

Figure 9.5 shows the number of rings and the visible energy distributions of the FCFV events.
Figure 9.6 shows the p,, cos§, and E}*° distributions of 1Ry events. The expected distributions
without oscillation and with oscillation are also shown. One hundred twelve observed events is
significantly lower than the expectation without oscillation of 155.9. Especially, the 1Ry events
in the lower reconstructed energy region show clear deficit as expected by the neutrino oscillation
hypothesis. We test the oscillation hypothesis and obtain the oscillation parameters in the next
chapter.

9.3 Systematic Error

9.3.1 Systematic error of the total number of events

The systematic errors and sources of the total number of events are listed in Table 9.3. The
dominant error source is the uncertainty of the fiducial volume.

Energy scale
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Table 9.3: Summary of the systematic uncertainty on the total number of observed event.

source K2K-I (%) K2K-II (%)
Energy scale 0.1 0.1
OD cut 0.2 0.1
Fiducial volume 2.0 2.0
Decay-e cut 0.1 0.1
MC stat. 0.6 0.4
Total 2.4 2.3

The energy scale error is evaluated to be 2.0% (2.1%) for SK-I (SK-II). When we change
the visible energy cut by the amount of the error, the total number of events is changed by
0.1 % (0.1 %) for K2K-I (K2K-II). We assign the variation to the systematic error.

OD cut

The discrepancy of the number of hits in an OD cluster between data and the MC simulation
is studied by using the atmospheric neutrino data. The difference of 15% (30%) is found for
SK-I (SK-IT). When we change the threshold of the OD cut by 15% (30%), the number of events
in the MC simulation varies 0.2% (0.4%) for K2K-I (K2K-II). We assign the variations to the
systematic error by the OD cut.

Fiducial volume

Two kinds of vertex reconstruction algorithms are employed [44, 52] to verify the fiducial
volume. The difference of the ratios of data to the MC simulation between two vertex algorithms
is found to be 2% by using the 1Ry sample of the atmospheric neutrinos. We assign this difference
to the systematic error.

Decay-e cut

The electron from a muon decay is detected as a neutrino events if the muon is not detected
because of the energy lower than the Cherenkov threshold. The amount of this electron event in
FCFV sample is estimated to be 0.1% by the MC simulation. Since the uncertainty of the MC
prediction for this type of events is large, we assign the +100% of the predicted electron events
to the systematic error by decay-e cut, conservatively.

MC statistics

The statistics error of the MC simulation is 0.6% and 0.4% for K2K-I and K2K-II, respec-
tively.

Total

As a result, the quadratic sum of all the systematic errors is 2.4% (2.3%) for K2K-I (K2K-II).
We assign 3% to the systematic error of the total number of events for each period conservatively.
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Table 9.4: The summary of the systematic errors on 1Ry events of SK.

E, [GeV] ‘ 0.0-0.5 0.5-1.0 1.0-1.5 1.5-2.0 2.0-2.5 2.5~

Fiducial volume [%)] 2.0 2.0 2.0 2.0 2.0 2.0

K2K-I | Ring counting [%)] 3.4 2.7 3.0 4.5 4.5 4.5
Particle ID [%)] 0.7 0.3 0.5 0.4 0.4 0.4

7+ contamination [%] | 0.5 0.0 0.0 0.0 0.0 0.0

Total [%] 4.1 3.4 3.6 4.9 4.9 4.9

Fiducial volume [%)] 2.0 2.0 2.0 2.0 2.0 2.0

K2K-II | Ring counting [%] 5.3 4.1 3.7 3.8 3.8 3.8
Particle D [%] 1.7 0.4 0.3 0.6 0.6 0.6

7+ contamination [%] 2.0 0.0 0.0 0.0 0.0 0.0

Total [%] 6.2 16 42 43 13 13

9.3.2 Energy dependent error of the 1R sample

The 1Ry events are used in the energy spectrum analysis. We estimate the energy dependent
error of the 1Ry events. The systematic errors and the sources of the 1Ry event selection are
listed in Table 9.4. The error from the energy scale error is included in the fitting parameters of
oscillation analysis, and is not shown in Table 9.4. The dominant error source is the uncertainty
of the ring counting.

Fiducial volume

The systematic error of the number of events by the fiducial volume cut is 2.0% for both
K2K-I and K2K-II. We assign this error to the systematic error on all the energy bins.

Ring counting

The number of Cherenkov rings in an event is counted by using the charge pattern [66].
The systematic uncertainty of the ring counting is estimated by using the atmospheric neutrino
data as a control sample. Since we find a difference in the performance between data and MC
simulation, we tune the MC simulation to match the performance of the data by changing the
criteria. We assign the change as the systematic error for the selection criteria of ring counting.

The systematic error of the number of 1Ry events by the ring counting is estimated by
changing the criteria in the K2K MC simulation by the error estimated above. The deviation is
calculated in each E), bin and assigned as the systematic error.

Particle identification

The particle identification (PID) of each reconstructed ring is performed by using the ring
pattern and the opening angle [66]. The systematic error of the particle identification is eval-
uated with a similar way to that on the ring counting. We adjust the criteria for PID in the
MC simulation to the data with atmospheric neutrino data, and assign the adjustment to the
systematic error for the selection criteria of PID.

The systematic error of the number of 1Ry events by PID is estimated by changing the
selection criteria of u-like ring in the K2K MC simulation by the error estimated above. The
deviation is calculated in each F, bin and assigned as the systematic error.

110



Pion contamination

Cherenkov rings induced by a charged pion is often mis-identified as a muon. Events with
the pion ring result in a 1Ry event when a muon is not detected or the event is originated from
NC interaction. Those events are reconstructed in the low energy bin (F, < 0.5 GeV). The
uncertainty of the amount of pion contamination in 1Ry sample is evaluated with the lower
energy ring of events with two mu-like rings in the atmospheric neutrino data, which contains
a muon and a pion from the CC resonance 7 production. We adjust the criteria of PID for the
second ring in the MC simulation to the data, and assign the adjustment to the systematic error
for the selection criteria of PID.

When we change the selection criteria of PID in K2K MC simulation by the estimated error,
the number of 1Ry events in K2K-I (K2K-II) varies by 0.5% (2.0%). We assign the differences to
the systematic error on the 1Ru contents of 0.0 < E, < 0.5 GeV bin from pion contamination.
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Chapter 10

Neutrino Oscillation Analysis

10.1 Analysis Method

Two flavor neutrino oscillation analysis is performed with the maximum likelihood method. The
signatures of neutrino oscillation appear as a reduction in the number of neutrino events and a
distortion of the neutrino energy spectrum. The likelihood function is defined as the product
of the likelihoods for the number of observed events in SK (Lyorm), for the shape of the EL°
spectrum (Lghape) and for the systematic uncertainty (Lsysi). The best fit value of oscillation
parameters, (sin?20, Am?), is obtained by maximizing the likelihood function. One-hundred
twelve FC events and 58 FC 1Ry events are used in Lyorm and Lghape, respectively.

10.2 Definition of Likelihood
The likelihood function to be maximized is defined as
L(sin® 20, Am?, f) = Luorm (sin® 20, Am?, £) X Lspape(sin® 20, Am?, £) x Lgysi(£),  (10.1)

where f represents the systematic parameters as defined below, and # and Am? are the mixing
angle and mass-squared difference in the two flavor scenario.

Systematic parameters

The contents of f are

— E ¢NC pF/N _ E-scal B E-scal
f: (fqﬁ’fnonQ a.f 7f / afeSKI’fSK?fae’fESK HafSK?f?e’ I%%Ii?—lla.a I%%%Ib’ I%%Iig—lﬂ)? (102)

o The E, spectrum measured by ND.
fronQE  ¢NC. The CC-nonQE/CC-QE and NC/CC-QE cross-section ratios.

FrN The Far/Near flux ratio.
fesex: The detection efficiency of single-ring p-like events in SK for each E, bin.
X takes I and II, representing SK ruuns.
fLscale . The energy scale of SK.
KoKox The overall normalization of the MC simulation to the prediction by 1KT.

X takes Ta, Ib and II, representing experimental periods.

Each systematic parameter is defined as the relative value to the MC prediction. The systematic
parameters are restricted by Lgys; within the errors.
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10.2.1 Expectation at SK

In this section, we predict the neutrino energy spectrum and the number of neutrino events in
SK by using the ND measurement. We also describe the neutrino interaction cross section with
consideration of ND measurement. These are used to construct the likelihood function later.

Neutrino energy spectrum

The neutrino energy spectrum at the near site denoted QE%K'X is measured in ND detector as
described in Section 9.2, and they are expressed as

XY N (B f) = ff - NS (10.3)
where @%S is the neutrino energy spectrum estimated with the MC simulation and ff is the

weighting factor for the i-th energy bin measured in ND. The fi(z’ vary the energy spectrum
within its estimated error (Table 8.5).

The energy spectrum at SK without oscillation is extrapolated from <I>§%K‘X by multiplying
the far/near flux ratio, Rg/n(Ey);

SEFX(Eef) = [V Reyn(B,) - SKECX (B f)
= 125 Ry (B) - ONS (BI) (10.4)

where ff/N is a factor relative to Rp/n(E,). The fF/N vary the far/near ratio within its

estimated error (Table 8.7). When we take into account neutrino oscillation, 2% is expressed
as;

OEFX (B Am? sin® 20, f) = P(E™®; Am?,sin® 20) - ®EZ (B f) (10.5)

where P is the neutrino oscillation probability written as

1.27 - Am?2
1- 20-sin”’——— — (CC
P(ET; Am?,sin2 26, f) = sin’26 - sin E,t,rue (10.6)
1 NC,
The cross section of neutrino interaction
The cross section of neutrino interaction is defined as
UI(EIErue) — fI R UMC(EIErue) (10.7)

where f7 is a fit parameter to vary the cross section for each interaction mode, and oM is the
cross section evaluated with the MC simulation. In the present analysis, the interaction mode
are classified into the following three modes, QE, CC-nonQE and NC interaction. The total
cross section is written as

ZO. fQE fCC nonQE | UCCC nonQE+fNC UIIQI/[CC’ (108)

where the error on fC¢"QF js approximately 20% as evaluated in ND measurement (Table 8.5)

and the error on fNC is estimated to be 15.3% based on the past experiment [117,118]. In the
present analysis, fQF is fixed 1 and only the relative size of CC-nonQE and NC, i.e., fC¢—nonQE
and fNC, are treated as adjustable parameters.
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The number of neutrino events

The number of neutrino events for each period is expected by using the observed number of
events in 1KT, (NI?IbDS)KQK_X, as follows,

NIE’(};I;(_X(Am2, sin® 20; f)

NEZX(Am?,sin?20, f) Mgk POTEEE
NRBX(f) Mxp POTE2K-X

_ norm obs
= K2K-X* (NND)K2K—X '

C,., (10.9)

where

NRX = [ ol B A sin? 9, £) - 3 o (B, £) - i 4 (B
T

NKEX = [ ol ) S (B 1) - i (B)
z

Kox.x ¢ The overall normalization defined by Equation 10.2.

(Nl‘\}k]’)s)KgK_ x : The number of observed event in 1KT.

o NIS{I%I(%%) : the expected number of events in SK (1KT).
® Mgk (xpy : The fiducial mass of SK (1KT), which is 22.5 ktons (25 tons).

. POT?I%I({&)[()) : The number of protons on target for SK (1KT). This accounts for the
different live time of the detector.

e C, : The correction for the electron neutrino component in the neutrino beam. When
the v, component is taken into account in the MC simulation, the number of events in SK
increase by 0.6% and that in 1KT by 1.3%. Therefore, C,, is set at 0.996 (=1.006/1.013).

o el x(xp) : The detection efficiency for SK (1KT) estimated with the MC simulation.

Since the @gI%K‘X is extrapolated from @E%K‘X as described in Section 10.2.1, @E%K‘X are
included in both the numerator and denominator in Equation (10.9). Even if QE%K‘X have
ambiguities, their deviation from the true values are identical. As a result, their influence on
Niow_y are reduced to be almost negligible. The effects from the uncertainty of the neutrino
interaction cross section and the detection efficiency are reduced for the same reason. The error
cancellation between ND and SK is one of the advantage of this analysis.

10.2.2 Normalization term

The Lyorm is calculated with the assumption that the observed number of SK fully contained (FC)
events (N°P%) follows the poisson distribution with the mean of the expected number of events (NP)
as

Nexp Nobs  ex
Luorm = (N%S,e e (10.10)

where the expected number is separately estimated for each experimental period because the
experimental setup are different, and summed up as

N®P = Np® + NP + NP (10.11)

The expectation for each period is already described in Section 10.2.1.
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10.2.3 Spectrum shape term
The shape term,

1Rp 1Rp
NKQK Ib NKZK 11
Lshape = H PDF{(E'; Am?, sin® 20, f) x H PDFy(E*; Am?,sin® 20, f)  (10.12)
=1 =1

is a product of the probability for each event to be observed at reconstructed neutrino energy
E’*°, where the Ng;fé 1 (= 30) and Ng‘fé_n (= 28) are the number of observed 1Ry events for
K2K-Ib and K2K-II, respectively. The probability density function of PDFy, and PDFyp are
expressed as

PDFx (E™¢;sin? 20, Am?, f)
= /dElt/rue _(I)IS(I%K—X(EIt/rue;AmZ,SiHQ 20,f Z T Etrue éﬁ#}f((Etrue) f(Elt/rue N Eiec’ f),
T
(10.13)

where eSR” T(Bte) and f(EUe — B¢ f) are the detection efficiency of 1Ry events and the
detector response function representing the probability density to observe the 1Ru event with a
true energy of E'"¢ as E'C. In the actual analysis, the neutrino energy is binned with 50 MeV
and the integral in Equation 10.13 is replaced by summation. In addition, the reconstructed
neutrino energy, E}f¢, is scaled by fSEIifg?le with the constraint of the energy scale error in SK.
Also the energy dependent error in the SK reconstruction efficiency of 1Ry events is taken into
account by replacing the efficiency eSR“ L(EBtruey py fesix . eéﬁ‘f((E,Erue) with the parameter

f%X shown in Table 9.4.

10.2.4 Systematic term

In the present analysis, some systematic parameters are treated as the fitting parameters as-
sumed to follow the Gaussian distribution with the constraint of the error as

— t ¢,nonQE ¢,nonQE\—1 ¢,nonQE (AfNC)
Lsys, = exp | = AfOIHEE (MR 70 Af® T 2oN0)2

X exp [—tAfF/N (MF/N)=1, AfF/N] (10.14)
(Afse)? 3 (AfESR)?* 3 (AfRSR%)° ]

X ex -
p[ 2 2(0;5%)? 2(05%)? 2(085K x)?

where Af = f—(f) is the difference of the parameters from their nominal values, and M #onQE prF/N
are error matrices for the corresponding parameters as shown in Table 8.6 and 8.7, respectively.
The central values and the errors of the systematic parameters are summarized in Table 10.1.

10.3 Comparison of the Observation with the Expectation with-
out Oscillation

10.3.1 Expectation for the null oscillation case

The total number of events and the spectrum shape of the 1Ry events are estimated without
oscillation. For the number of events, many sets of parameters f are randomly generated
assuming Gaussian distribution with consideration of the correlations. The N®*P is calculated
for each systematic parameter set by using Equation 10.11 and 10.9. Figure 10.1 is the result
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Table 10.1: Summary of the central values and the errors of the systematic parameters.

If a

parameter is correlated with another, the square root of the diagonal element is written as the

€rror.
Center Error Center Error
F¥ (0.0-0.5 Gev) 1.657  +0.437 SKT (g0-0.5Gev) | 1.000  =40.041
f$ 05075 Gev) | 1.108  +0.075 fSKI (0510 Gev) | 1.000  =+0.034
F2 (0.75-1.0 Gev) 1.155  40.060 I o5 Gevy | 1.000  £0.036
F2 (1015 Gev) 1.000  40.000 5T 1520 Gev) | 1.000  £0.049
F2 (15-2.0 Gev) 0.918  +0.040 KT 2025 Gev) | 1.000  £0.049
f& (2.0-25 Gev) 1.045  40.053 KT (25 Gev —) 1.000  £0.049
? (2.5-3.0 GeV) 1.185  +0.137 Liscale 1.000  +0.020
F& 3.0 Gev ) 1.232  +0.179 SKI (0.0-0.5 Gev) | 1.000  40.062
fronQE 0.964 +0.203 fSK I 051.0Gev) | 1.000 40.046
fNe 1.000  40.153 I (0-1.5 Gev) | 1.000  £0.042
AN (0005 Gevy | 1.000  £0.026 I 520 Gev) | 1.000  £0.043
FAN (0510 Gev) | 1.000  £0.043 FSET 9095 Gev) | 1.000  £0.043
f/ (1.0-1.5 Gev) | 1.000  40.065 O (25Gev—) | 1.000  =£0.043
FIN (1520 Gev) | 1.000  +0.104 flrscale 1.000  +0.021
FEN (025 Gev) | 1.000  £0.111
FEN 95 cev—) | 1000 £0.122
FEa 000 0 (b
faomm 1.000  +0.051
norm 1.000 +0.051
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their errors. The distribution is fitted with of error.

an asymmetric Gaussian.

of the N®*P distribution. The number of FCFV events without oscillation is estimated to be
155.911-8 by fitting the distribution with an asymmetric Gaussian. The dominant error sources

—10.2
are the far/near flux ratio (fi:g%) and the overall normalization fRoR"y (i:ggﬁ)-

The spectrum shape without oscillation is estimated in a similar way. The result is shown in
Fig. 10.2. The contribution of each systematic error is estimated by turning only one systematic
error on. The contribution of each systematic error is shown in Fig. 10.3. The dominant error
source is the SK energy scale.

10.3.2 Comparison with the observation

Figure 10.4 shows the expected number of events and the expected E}°° shape without oscil-
lations together with the observation. For the number of events, the distribution is estimated
by convolving the Poisson distribution and the systematic fluctuation of N**P. The probability
that less than 112 events is observed due to the statistical fluctuation is estimated to be 0.23%.
For the E}°° shape, a clear distortion is seen in the low energy region as expected by neutrino
oscillation. The Kolgomorov-Smirnov (KS) probability is calculated to be 0.11%. Therefore
both the observed number of events and E.°° shape are inconsistent with the expectation with-
out oscillation. Because the expectations are changed with the oscillation parameters, we search
the best combination of parameters to match the observations with the expectations of neutrino
oscillation by the maximum likelihood method.

10.4 Fitting Result

We search for the point to maximize the likelihood in the Am? and sin? 26 space by changing the
systematic parameters within the uncertainties. The MINUIT program library [119] is employed
to perform the fit. The best fit point in the physical region of oscillation parameter space defined
as sin® 260 < 1.0 is found at

(sin? 20, Am?) = (1.00,2.76 x 10 2eV?). (10.15)
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Figure 10.4: The expected number of observed FCFV events (left) and the expected E*¢ dis-
tribution (right) together with the observation.
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Table 10.2: Summary of the oscillation parameters at the best fit point for each fitting condition.
If the best fit point is unphysical, the best point within the physical region is also listed.

all region physical region
sin?20  Am? [eV?] | sin?20  Am? [eV?]
K2K-T+11 shape + norm. 1.19  255x1073 | 1.00 2.76x1073
shape only 1.25 2.77x1073 | 1.00 2.94x1073
K2K-I only | shape + norm. | 1.08 2.77x1073 | 1.00  2.88x1073
K2K-IT only | shape + norm. | 1.35 2.37x10°% | 1.00  2.64x10 3

Table 10.3: Summary of the expected number of events with the best fit parameters. For the
reference, the number of observed events and the expected number in the null oscillation case
are also listed.

Best fit in physical region | Observation | Null oscillation
(Am? [eV?],sin? 20) (2.76 x1073,1.0) — (0,0)
K2K-I+1T 107.7 112 155.97105
K2K-T only 55.1 55 79.7754
K2K-II only 52.6 57 76.212)

The best fit values extending to the unphysical region of oscillation parameter space is

(sin? 20, Am?) = (1.19,2.55 x 10 3eV?). (10.16)

The best fit values are summarized in Table 10.2 together with the result with only shape
likelihood. In addition, the best fit values with only K2K-I data and with only K2K-II data
are summarized in Table 10.2. We cannot find the best fit point with only normalization term
since the degree of freedom of the normalization likelihood is one, and two parameters cannot
be determined.

Comparison with the observation

Table 10.3 summarizes the expected number of events at the best fit point in physical re-
gion for each data set together with the observation. The expectations without oscillation are
also shown for the reference. The expected number of events is 107.7, which agrees with the
observation of 112 within the statistical error.

Figure 10.5 shows the E°° distribution together with the MC expectation with the best fit
parameters. The K2K-I and K2K-II only data are also shown. The KS probability between the
observation and the expectation is 39 %. The observed E.*¢ agrees with the expectation.

The observations are consistent with the neutrino oscillation hypothesis.

Systematic parameters

The best-fit values of the systematic parameters are summarized in Table 10.5. Since the
SK energy scale strongly affect on the spectrum shape as shown in Fig. 10.3, only the SK energy
scale parameters are more fluctuated than other parameters. All the parameters stay within the
estimated lo errors.

The validation of the best fit parameters
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Table 10.4: Summary of the KS-probability for each E}¢ distribution. This test is performed
both at the best fit point in the physical region and at the null oscillation point.

Best fit in physical region | Null oscillation
(Am? [eV?], sin? 20) (2.76 x 1073, 1.0) (0,0)
K2K-I+I11 39% 0.049%
K2K-TI only 69% 1.6%
K2K-II only 42% 1.4%

Table 10.5: Summary of the systematic errors in the oscillation analysis. The best-fit value,
deviation between the best-fit value and the nominal value (Af), estimated error (o) and the
ratio of the deviation to the estimated error (Af /o) are listed for each error.

Systematic Parameter best-fit value Af (best—nominal) estimated error (o) Af/o

f1 (0.0-0.5 GeV) 1.660 +0.003 +0.437 +0.0
f2 (0.5-0.75 GeV) 1.107 —0.001 +0.075 -0.0
f3 (0.75-1.0 GeV) 1.151 —0.004 40.060 —-0.1
FY (1015 Gev) 1.000 — — —
18 (15-2.0 Gev) 0.917 —0.001 +0.040 —0.0
fg (2.0-2.5 GeV) 1.042 —0.003 +0.053 —0.1
f7 (2.5-3.0 GeV) 1.189 +0.004 +0.137 +0.0
f& 30Gev ) 1.238 +0.006 +0.179 +0.0
fﬂOHQE 0.946 —0.018 +0.203 —0.1
fNe 0.988 —-0.012 +0.153 -0.1
morm, 1.027 +0.027 +0.176,-0.149 +0.2
faom 1.006 +0.006 40.051 +0.1
norm 1.006 +0.006 4+0.051 4+0.1
FIN (0.0-05 Gev) 1.000 +0.000 +0.026 +0.0
FEN (0510 Gev) 0.998 ~0.002 +£0.043 —0.1
FIN (1015 Gev) 1.014 10.014 +0.065 +0.2
FIN (1520 Gev) 1.012 10.012 +0.104 +0.1
FIN (9.0-25 Gev) 1.010 +0.010 +0.111 0.1
SN (95 Gev ) 1.010 +0.010 +£0.122 +0.1

~ (0.0-0.5 GeV) . +0. . —+0.
KT 1.000 0.000 +0.041 0.0
SET (0.5-1.0 Gev) 0.999 —0.001 +0.034 —-0.0
KT (1015 Gev) 1.002 +0.002 +0.036 +0.1
KT (1520 Gev) 1.000 +0.000 +0.049 +0.0
KT (2.0-25 Gev) 0.998 —0.002 +0.049 -0.0
fEKT (25 Gev —) 1.001 +0.001 +0.049 +0.0
Loscale 0.991 —0.009 +0.020 —0.5
I (0.0-0.5 Gev) 1.000 +0.000 +0.062 +0.0
I (05-1.0 Gev) 0.999 —0.001 +0.046 —-0.0
I (1L0-1.5 Gev) 1.002 +0.002 10.042 +0.1
I (15-2.0 Gev) 0.999 —0.001 +0.043 —-0.0
IR (2,025 Gev) 1.000 +0.000 +0.043 +0.0
S 25 Gev -) 1.000 +0.000 +0.043 +0.0
fEscale 0.984 —0.016 +0.021 -0.8
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Figure 10.5: The E[*¢ distribution with the MC expectation with the best fit parameters (red)
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Figure 10.6: Fit result for the many virtual experimental data generated at (Am?,sin®26) =
(2.76 x 1073 [eV?], 1.0). Each point shows the global best fit value for each data. The probability
of getting sin? 260 > 1.19 although the true parameter is at our best fit value in physical region
is 26.2 %.

As described above, the best fit point including the unphysical region is found at
(sin? 20, Am?) = (1.19,2.55 x 10™3eV?). (10.17)

Although this point is in the unphysical region, the log-likelihood ratio of the best fit point in
the physical region to the best fit point in the unphysical region is 0.36 (0.390 equivalent). Thus,
the statistical significance between two points is small. As a check, we generate many virtual
experiments with our best fit value in the physical region of, (Am?,sin? 20) = (2.76 x 10~3[eV?],
1.0) and perform the analysis. The distribution of the results of oscillation parameters is shown
in Fig. 10.6. The probability that we would get sin?20 > 1.19 with the true parameters of our
best fit value in the physical region is 26.2 %. Therefore, we conclude that the unphysical best
fit value is consistent with a statistical fluctuation.
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Table 10.6: Summary of the null oscillation probability. Each row is classified by the likelihood,
and each column represents the data set.

K2K-I+11 K2K-T only  K2K-II only
Shape + Norm. | 0.0039% (4.190) | 0.20% (3.00) 0.68% (2.70)
Shape only 0.52% (2.80) 8.3% 5.6%
Norm. only 0.19% (3.10) 0.9% 3.8%

10.5 Null Oscillation Probability

The probability that the observations are due to a statistical fluctuation instead of neutrino
oscillation is estimated by computing the log-likelihood ratio of the null oscillation point to the

best fit point as
J
Enull ‘

Alnﬁnuu =In ( (1018)
The null oscillation probability is calculated to be 0.0039 %, which is equivalent to 4.190.
When only normalization (spectrum) information is used, the probability is 0.19% (0.52%),
which is equivalent to 3.10 (2.80). The probabilities for the partial information and partial
dataset are summarized in Table 10.6.
The null oscillation hypothesis is strongly disfavored and we confirm neutrino oscillation.

10.5.1 Effect of systematic uncertainties

Table 10.7 shows the effect of each systematic error on the null oscillation probability. The effect
is tested by turning on only one error source shown in the first column in Table 10.7. The dom-
inant contributions to the probability with the normalization information are the uncertainties
of the far/near flux ratio and the normalization error, while the dominant contributions to the
probability with the information of neutrino energy spectrum is the energy scale error of SK.

10.6 Constraint on the Oscillation Parameters

Allowed region of oscillation parameters are evaluated based on the log-likelihood ratio of each
point to the best fit point as

phys
Aln £(Am?,sin? 20) = In (ﬁ @ 752“,‘:;2 20)> = In LPMYS — In £(Am?, sin® 26), (10.19)
where £(Am?,sin? 26) is the likelihood at (Am?,sin? 20). The results are shown in Figure 10.7.
Three contours correspond to the 68%, 90% and 99% CL allowed regions which are defined as
InL =1In Eﬂgﬁ — 1.31, —2.50 and — 4.82, respectively. These intervals are derived by using the
two-dimensional Gaussian approximation from the maximum in the unphysical region [48]. The
90% CL contour crosses the sin® 20 = 1 axis at Am? = 1.88 x 10~% and 3.48 x 103 eV2. This
result is consistent with the result from Super-Kamiokande atmospheric neutrino measurements,
as discussed later. Figure 10.8 shows the function of In LEY® — In £(Am?,sin20) at Am? =
2.76 x 1073eV? as a function of sin?20 and at sin®20 = 1.00 as a function of Am?. The
oscillation parameters preferred by the normalization and the EJ°° shape alone agree well as
shown in Fig. 10.9. Therefore, both information are consistent with each other and support
neutrino oscillation with the best fit point. In addition, the allowed regions calculated with the
K2K-I data or the K2K-IT data are shown in Fig. 10.10. Both results are consistent with each

other.
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Table 10.7: Effect of each systematic uncertainty on the null oscillation probability. The numbers
in the table are null oscillation probabilities when only the error in the first column is taken into
account.

‘ Norm-only ‘ Shape-only ‘ Combine ‘
No sys. error (stat. only) 0.01% 0.26% 0.0002% (4.740)
FD spectrum 0.01% 0.27% | 0.0002% (4.720)
nQE/QE,NC/CC 0.01% 0.26% | 0.0002% (4.740)
Far/Near (F/N) 0.10% 0.30% | 0.0007% (4.480)
el fin — 0.26% 0.0002% (4.740)
Energy scale — 0.42% 0.0003% (4.650)
Normalization 0.04% — 0.0007% (4.510)
F/N + Norm 0.18% 0.30% | 0.0015% (4.330)
F/N + Escale 0.10% 0.48% 0.0012% (4.370)
Norm + Escale 0.04% 0.43% 0.0010% (4.410)
F/N + Norm + Escale 0.18% 0.48% 0.0025% (4.220)
[ All errors | 019% | 0.52% [0.0028% (4.190) |
ot K2K-1 & K2K-II
5 E
gv —
10 -2:*
—_——
10 _::*
__ 68%
o 9%
10 b o v
0 02 0.4 0.6

1
sin?(26)

Figure 10.7: Allowed regions of oscillation parameters. The horizontal axis is sin? 20 and the
vertical axis is Am?2.
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Figure 10.9: Allowed region of oscillation parameters evaluated with the normalization-only (left)
and the F'°¢ shape-only (right). Both results allow the consistent region on the parameters space.
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Figure 10.10: Allowed region of oscillation parameters evaluated with the partial data of K2K-
I-only (left) and K2K-II-only (right). Both data allow the consistent region on the parameter
space.
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10.7 Test for Non-Standard Models

In this section, we compare neutrino oscillation with other hypothetical models which predict a
different disappearance signature.

10.7.1 Neutrino decay

A neutrino decay model predicts a similar survival probability as predicted by neutrino oscilla-
tion. It explains the zenith angle dependence of muon neutrino oscillation reported by SK [45].

We compare the decay model with the oscillation hypothesis based on the log-likelihood
difference like the test of null oscillation hypothesis.

Phenomenologically, neutrino decays and neutrino oscillation due to the mass difference can
co-exist. The effect of neutrino decay is described by adding the term —i% to the hamiltonian,
where 7, is a neutrino lifetime in the neutrino rest frame. Assuming that v, is a mixture of
mass eigenstates 15 and v3, and only v» decays, the survival probability of v, is expressed as

L
Py, —v,) = sin? 0 + cos* @ exp (—@_”>
T2 Eu
L Am?L
+ 2sin29c0820eXp <_;n_TzE_Z> cos ( ;nEV u) ’ (10.20)

where my is the mass of v5. In the case of 79 — 00, Equation (10.20) is the exactly same formula
as neutrino oscillation.
Here, we consider the case of no oscillation (Am? — 0). The survival probability is reduced

to
2 LV 2
Py, —»v,) = [Sin2 6 + cos?® fexp (—%E—V>] . (10.21)
The best fit point with the decay model is found to be at
(cos® 6, m? /1) = (1.00,2.66 x 1073GeV /km). (10.22)

Figure 10.11 shows the E}*¢ distribution with the best fit expectation in the decay model. The
KS probability is 3.4%. The E[*° shape with the decay model with the best fit parameters
does not agree with the observation well, while the expected number of events with the decay
model is 107.6, which agrees with the observation. The log-likelihood difference from this result
to oscillation hypothesis is 2.51. The decay model is less favored than oscillation hypothesis at
89.1% CL (1.70). For reference, the SK atmospheric neutrino result with L /E analysis disfavored
this hypothesis at approximately 99.9% CL (3.40).

10.7.2 Neutrino decoherence

Neutrino decoherence model induced by new physics, such as quantum gravity, can also explain
the deficit of v, in atmospheric neutrinos [46]. Within the framework of the decoherence model,
the survival probability of v, is written as

1 Am?L
Py, —uv,)=1- 3 sin?26 |1 — exp(—vyL,) cos ( ;nE V)] , (10.23)
v

where v is the parameter which characterize the decoherence effect, and expressed as v =
Yo(Ey)™. The equation (10.23) is equivalent to that of neutrino oscillation in the limit of v — 0.
Here, we consider the pure decoherence case (Am? — 0) and assume that the index n =
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Figure 10.11: The E[*¢ distribution with the expectation of the decay model (dashed line) and
the null decay expectation (line).

1 because the index gives a most probable solution to explain the zenith angle dependence
observed in SK [46]. The survival probability is expressed as

1 L
Py, = v,)=1—-sin’20 |1 —exp | —yo— ) | - (10.24)
2 E,

The best fit point with the decoherence model is found at
(sin? 260,v9) = (1.00,6.05 x 1073GeV /km). (10.25)

Figure 10.12 shows the E}*¢ distribution with the decoherence model with the best fit parameters.
The KS probability is 0.49%. The E[*° shape with the decoherence model with the best fit
parameters does not agree with the observation well, while the expected number of events with
the decoherence model is 114.0, which agrees with the observation. The log-likelihood difference
from the result to the oscillation hypothesis is 3.82. The decoherence model is disfavored than
the oscillation hypothesis at 96.3% CL (2.30). For reference, the SK atmospheric neutrino result
with L/E analysis disfavored this hypothesis at approximately 99.99% CL (3.80).

10.7.3 Other models predicting L/E" dependence

The finite masses of neutrinos is not only the source of neutrino oscillation. Any differences
between two eigenvalues of the Hamiltonian is also the source of neutrino oscillation. Neutrino
oscillation due to the mass difference predicts the L, /E, dependence for the survival probability
of v,. Several other models predict neutrino oscillations with other types of £, dependence as

L
P(v, — v,) = 1 — sin® 20 sin’ <ﬁE—Z> (10.26)
14
where 8 and n are the frequency of neutrino oscillation and the power index introduced by
the theory, respectively. Examples of the relevant theory are: the violation of Lorentz invari-
ance [120] which predicts n = —1, the violation of the equivalence principle [121] (n = —1),
CPT violation [122] (n = 0) and coupling to space-time torsion fields [123] (n = 0).
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Figure 10.12: The E;*¢ distribution with the expectation with the decoherence model with the
best fit parameters (dashed line) and without the decoherence model (line).

Possible theories with different energy indices are tested based on the log-likelihood ratio
from that at the best fit index point as

Lmax
L(n)

AlnL(n) =1n ( ) =1InLyax — InL(n), (10.27)

where n is scanned from -1 (L - E) to 2 (L/E?) with a step size of 0.01 although the predicted
energy index n is integer.

Figure 10.13 shows the result of Aln £(n) distribution. The energy index n is estimated to
be n = 1.29f8:§g. Therefore, the result favors the standard (mass differences induced) neutrino
oscillation hypothesis, while the non-standard neutrino oscillation hypotheses which predict
n # 1 are disfavored.

LeE L L/E L/E?
z
=
+0.36
5 n=129 53
4
99%|
3
2
90%
1
/8%
0 - 1.5 2
Index n

Figure 10.13: The function of log-likelihood difference from that at the maximum point as a
function of the energy index n. The maximum log-likelihood point is at n = 1.29.
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Chapter 11

Discussion

11.1 Discussion on Possible Improvements

In this section, we discuss some ideas for future improvements of sensitivity for neutrino oscil-
lation. We study whether they are effective or not for our current data.

11.1.1 Far/Near Flux ratio

The far/near flux ratio is estimated with the beam-MC simulation. The uncertainty is evaluated
based on the PIMON measurement for £, > 1 GeV and the ambiguities in the hadron production
models for F, < 1 GeV. As a result, about 5-10% errors on the far/near flux ratio are quoted.
This error is the leading one for the estimation of the number of events at SK. In order to reduce
the error, we joined the HARP experiment, and took data with the same target material used in
K2K. Figure 11.1 shows the HARP preliminary result. The far/near flux ratio predicted by the
beam-MC simulation and that by HARP are very similar. The error of the HARP measurement
is smaller than the current one. In the very near future, it is expected that the uncertainty of
the far/near flux ratio goes down to the 3% level, and the significance of the null oscillation
sensitivity may increase by about 0.10 - 0.15 o.

11.1.2 Multi-ring events for spectrum analysis

In the oscillation analysis, we used only 1-ring u-like events for the spectrum analysis. In fact,
the multi-ring events are also available to the spectrum analysis. The multi-ring events mainly
come from resonance single 7 production, v, + N — p+A(— N +7). For resonance production,
the neutrino energy can be reconstructed with the same manner as QE by replacing the proton
mass with the delta mass in Equation 2.2. The energy resolution is about 13% compared with
that of 8% for QE.

However, tha parent neutrino energy of the multi-ring events are fairly higher than that of
1-ring p-like events as shown in Fig. 11.2. Since there are few multi-ring events around the
energy region of oscillation maximum, F, < 1.0 GeV, the multi-ring events are not sensitive
to neutrino oscillation. A difference between E[°° distributions of multi-ring events with and
without oscillation is very small as shown in Fig. 11.3. That is why we do not use multi-ring
events in the spectrum analysis.

11.1.3 The number of 1-ring pu-like events for normalization analysis

The number of 1-ring u-like events and the number of other events, consisting of 1-ring e-like and
multi-ring events, are independent information. Thus, the likelihood ratio for the normalization
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the absence of neutrino oscillations, as a function of neutrino energy FE,. The prediction based
on the Cho-CERN hadronic model is shown by the dotted histogram, the one based on the
HARP 7" production measurement and systematic error evaluation is shown by empty circles
with error bars. The arrow indicates that the contents in last bin are integrated over all neutrino
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Figure 11.2: The E'® distribution for multi-
ring events. The histogram is normalized by the
number of multi-ring events with at least one
muon-like ring (31).
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Figure 11.3: The expected E*¢ distribution
for multi-ring events for the null oscillation
case (line) and for the oscillation case with our
best fit parameters (dashed line). Both his-
tograms are normalized with the same manner
as Figure 11.2.
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Figure 11.4: The expected fraction of 1-ring i events as a function of Am?. The black line shows

the expectation and the hatched band shows the statistical error for the null oscillation case.
The green line shows the expectation without oscillation. The led point shows the observation.
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term is written as follows;

L(norm) = L(#lring—pu) x L(#Other)

obs

exp exp 1Rp obs
o (NI - (NTH) ™ exp (-NGELL) - (Vi) "

Other (11 1)
5 .
(negs,)! (NGther)!
After some trivial algebra, this reduces to
obs INobs obs
oxp (— NP ) . (&P Nrotal NP LRy s \eXP N er
E(norm) — b ( Tota.l)ObS( 'Total) | N CNIR;L ;}gﬂ ( (2;;(%&)
(N Total) : N: Total N Total
= L(#Total) x L(#1Ru/#Total) (11.2)

Therefore, we can add the likelihood function for the fraction of the 1-ring p-like event as an
additional information.

Figure 11.4 shows the expected fraction of 1-ring p-like events as a function of oscillation
parameter, Am? at sin? 20 = 1. The expected fraction shown by the black line is consistent with
the null oscillation case within the statistical error around our best fit parameter region. That
is why we do not use this information in the oscillation analysis.

11.2 Comparison with the Atmospheric Neutrino Results

11.2.1 Comparison with the SK atmospheric neutrino results

Figure 11.5 and Table 11.1 compare this K2K results with the SK L/E analysis [25]. Both
results consistently favor the same parameter region. Therefore, we achieve the confirmation of
SK atmospheric neutrino results using other neutrino sources, accelerator-produced neutrinos
with different systematic uncertainties.
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Figure 11.5: Allowed region from the K2K result (line) and the SK L/E result (dashed line).

Table 11.1: Summary of the combined analysis as will be discussed in Section 11.2.2. The best
fit oscillation parameters and the 90% CL interval for Am? at sin? 260 = 1.0. are shown.

sin?20  Am?[eV?] 90% CL for Am?
K2K Best 1.19  2.55 x 1073
Best in phys  1.00  2.76 x 1073 (1.88 — 3.48) x 10~ 3eV? (sin®20 = 1)
SK-IL/E Best 1.03 237 x1073
Best in phys  1.00  2.38 x 1073 (1.92 — 2.97) x 10~3eV? (sin®20 = 1)
Combined Best 1.03 248 x 1073

Best in phys  1.00 249 x 1073 (2.05 — 3.01) x 10~ 3eV? (sin?20 = 1)
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Figure 11.6: The allowed region estimated by the combined analysis of the K2K and SK L/E
results (left). The Ax? = x? — x2., function as a function of Am? (right), where the line,
dashed line and dotted line show the combined result, the SK L/E result and the K2K result,
respectively.

11.2.2 Combined analysis

Here, we obtain the combined allowed region of neutrino oscillation parameters by using the
SK L/E data and the K2K data. The K2K data and the SK-I L/E data restrict the allowed
Am?-sin? 20 parameters as shown in Fig. 11.6 (left). A fit to Am? and sin? 26 is performed by
adding the x? for each analysis as

X = Xkok + Xék- (11.3)

The Am? and sin® 20 are scanned from 0.0 to 10~2 and 0.00 to 1.50 with a step size of 10~* and
0.02, respectively.
In the combined analysis, the best fit point is found at

Allregion : (sin®260, Am?) = (1.03,2.48 x 10?)
Physical region : (sin?26, Am?) = (1.00,2.49 x 10?).

As shown in Fig. 11.6 (right), the 90% CL contour crossed the sin?26 = 1 axis at Am? =
2.05 x 1072 and 3.01 x 10 2eV?, which is the most stringent constraint for Am? to date.
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Chapter 12

Conclusion

The K2K long baseline neutrino oscillation experiment is performed to confirm v, oscillation
with the accelerator produced neutrinos. The data were taken from June 1999 to November
2004, corresponding to 9.2 x 10 protons on target.

In K2K, the signatures of neutrino oscillation appear as a deficit in the number of neutrino
events and a distortion of the neutrino energy spectrum at SK. The event distributions without
oscillation in SK are predicted based on the measurements in the near neutrino detectors by
using the neutrino interaction models and the detector simulation.

In order to improve the reliability of the prediction, the cross section of charged current (CC)
coherent pion production (v, + A — p~ + 7" + A) is measured for the first time in the energy
region of a few GeV. This measurement is performed with SciBar. No evidence for coherent
pion production is observed, and the following upper limit is set at 90% CL.

o (coherent pion)/o(v,CC) < 0.60 x 1072

The neutrino interaction models including this result well reproduce all the measurements in
the near detectors. By using the refined interaction models, the event distributions in SK are
predicted.

One hundred twelve beam neutrino events are observed in the fiducial volume of SK, while
the expectation without oscillation is 155.91“}[1]:3. This deficit confirms v, disappearance at 99.8%
CL. Among the observed events, fifty eight one-ring muon-like events are used to measure the
neutrino energy spectrum. The observed energy spectrum shows a distortion compared with the
expectation without oscillation at 99.5% CL. The probability that the observations are explained
by a statistical fluctuation without oscillation is 0.003% (4.20).

A two-neutrino oscillation analysis results in the oscillation parameter set of (sin? 26, Am?) =
(1.00,2.8x1073eV?). The expectations assuming oscillation with the best fit parameters reason-
ably reproduce the observations. The expected number of events is 107.7, which is consistent
with the observation within the statistical uncertainty. The KS probability of E* is 36%.
Therefore, our observations are consistent with the oscillation hypothesis.

Allowed region of the oscillation parameters are also evaluated. The 90% confidence interval
of Am? on the axis of sin?26 =1 is

1.9 x 1073 < Am? < 3.5 x 1073[eV?]

This parameter region is consistent with the atmospheric neutrino results.

In addition, the neutrino oscillation hypothesis is compared with the alternative models
such as neutrino decay and decoherence. As a result, neutrino oscillation due to massive neu-
trinos is the most favored as a primary mechanism of v, disappearance although the statistical
significance is not sufficient to exclude other models.
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In conclusion, we establish neutrino oscillation and the existence of finite neutrino masses
by using the accelerator produced neutrinos.
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Appendix A

Neutrino Beam stability

Figure A.1 shows the stability of the sum of SPD signals normalized by POT, which is propor-
tional to the muon yield. The yield has been stable at the standard deviation of 2.5%. This
is quite small compared with the statistical uncertainty in the number of events at far site of
~ 10%. Figure A.2 shows the stability of the center of the muon profile measured by ICH in
MUMON. The beam have been pointed to the direction of SK within £1 mrad during whole
run period. This result guarantees that the flux change during whole run period is less than
1%. Figure A.3 and A.4 show the vertex profile measured by MRD and the stabilities of their
center, respectively The neutrino beam itself has been stable within £1 mrad except for the
statistical fluctuation. The stability of the neutrino event rate for every 5 x 10'> POT measured
with MRD data is shown in Fig. A.5. The event rate is also stable at the standard deviation of
2.6%. Figure A.6 shows the comparison of muon energy and angle distribution for each month.
All the histograms are completely consistent with each other. It guarantees the E, spectrum
is stable during whole run period within the statistical sensitivity. Therefore, we can perform
the oscillation analysis on the assumption that the neutrino beam is stable. Although SciBar is
installed in the middle of experimental period, we can combine the SciBar data with other ND
data without any care.
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Figure A.1: Stability of secondary muon yield Figure A.2: Stability of beam center measured
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The vertical axis shows the sum of ADC outputs  the SK direction, and red lines show the +1mrad
from SPD normalized by the target CT (POT). off the center.
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Figure A.3: Neutrino beam profile measured by MRD. The left figure shows the horizontal
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simulation. The SK direction is specified by arrows. If the beam is 1 mrad off the SK direction,
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neutrino interaction in MRD.
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Appendix B

Monte Carlo Simulation

In this chapter, we describe the Monte Carlo (MC) Simulation at K2K. The MC simulation is
made of three constituents;

1. Neutirino beam simulation.
This simulates from the proton injection on the production target, produces pions, focused
and tracks them until they decay to neutrino or dumped, and provides neutrino flux and
energy spectrum shape at near and far side.

2. Neutrino interaction.
This simulates neutrino interaction on target nuclei and secondary interaction inside the
targed nuclei. It provides kinematic information of produced particles.

3. Detector simulation
This simulates the passage of particles and the detector responces.

In following sections, they are described in this order.

B.1 Neutrino Beam Generation

B.1.1 Proton injection to the target

Proton profile, as a input of the simulation, is measured using V39-SPIC and TGT-SPIC de-
scribed in the chapter 3. The former is located just after the last magnet and the latter is
located just before the target. As shown in Figure B.1, fitted profile width on both SPIC is
extrapolated to the width and the divergence on the target front-face by assuming that the
protons do not cross over and the proton density distribution is 2-dimensional Gaussian. For
out standard simulation, proton beam center is set at the center of the target rod. Table B.1
summarizes the input proton beam parameters for June 1999 (K2K-Ia) and in the rest of the
periods (K2K-Ib-).

B.1.2 Secondary particles production in the target rod

There are some hadron interaction models to simulate pion production in the target material.
This is one of the largest ambiguities of the MC simulation. There have been various pion
production experiments in the energy region of K2K beam. However results of these experiments
are inconsistent with each other.
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Figure B.1: Schematic view of the proton beam emittance calculation.

Table B.1: Proton beam parameters for the simulation.

Parameters K2K-Ia (June 1999) K2K-Ib - K2K-IIc (Nov. 1999 - Nov. 2004)
Target rod Al Al
Rod diameter 2 cm¢ 3 cmg
Horn current 200 kA 250 kA
Beam spread o, 1 mm 3.4 mm
Beam spread o 6 mm 7.2 mm
Beam divergence k, -8 mrad/mm -2.5 mrad/mm
Beam divergence k, -0.4 mrad/mm -0.14 mrad/mm

1. GCALOR/FLUKA Model [113,114,124].
GCALOR/FLUKA is one of the hadron simulation package prepared for GEANT simula-
tion, which has a larger p-Al cross section than other models. It tends to produce higher
energy secondary pions.

2. Fit to Measurements (I), Sanford-Wang [72].
This model is an experimental parameterization using compilation of three measurements:
Lundy et al. (13.4 GeV/c) [125], Dekkers et al. (11.8, 18.8 and 23.1 GeV/c) [126] and
Baker et al. (10.9, 20.9 and 30.9 GeV/c) [127]. This result is comfirmed by measurement
performed by Yamamoto [128].

3. Fit to Measurements (II), Cho-ANL amd Cho-CERN [71,129].
Other results of the compilations to fit several measurements to the Sanford-Wang formula.
The measurements done by Marmer et al. (12.3 GeV/c) [130,131], Cho et al. (12.4 GeV/c)
[?], Asbury et al. (12.5 GeV/c) [132], and Allaby et al. (19.2 GeV/c) [133] are used in the
Cho-ANL compilation [129]. There is another result of compilation called Cho-CERN [71],
which uses the data set of mainly from Cho et al. (12.4 GeV/c). These two compilations
give almost the same differential cross-sections.

The Sanford-Wang formula is an experimental parameterization, which gives the differencial
yield of the secondary particle per interacting proton (d’n/dfdp) as:

d’n

dQdp

— o (1 - —C3pc4—00 —C Cs g B.1
= L1p exp Cs 60(p 7PB COS ) ), (B.1)

pp—1 Py

where pp and p are the momentum of the primary and secondary particle, respectively, 6 is the
angle between the secondary particle and the beam axis. Cj’s are constants to be determined
by fitting. The fit results of the positive pion production for Sanford-Wang, Cho-ANL, and
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Table B.2: Fitted parameters of Sanford-Wang formula for the positive pions in Sanford-Wang,
Cho-ANL, and Cho-CERN compilations.

i, O Gy Oy G Cs O Gy

Sanford-Wang | 1.09 0.65 4.05 1.63 1.66 5.03 0.17 82.7

Cho-ANL 096 1.08 2.15 231 1.98 573 0.13 24.1

Cho-CERN 1.05 1.01 226 245 212 566 0.14 273

(mb/sr/(GeV/c))

d’s/dQdP
S

6 7
P (GeV/c)

Figure B.2: Differential cross-section of positive pion production in past experiments and fitted
curves of the Cho-CERN model. Data points are shown by symbols with error bars, and the
fitted curves are shown by solid lines.

Cho-CERN compilations are summarized in Table B.2. Figure B.2 is the comparison of the
experimental measurements with the fitted curves of Cho-CERN.

In GCALOR/FLUKA model, GEANT simulates everything using the GCALOR/FLUKA
automatically. In the other models, only the interaction of energetic protons more than 10 GeV
with the target aluminum is simulated according to the Equation B.1. The less energetic in-
teractions are simulated according to GCALOR model. For secondary interaction of hadrons,
GCALOR/FLUKA is always used. For Kaon production, the parameter set described in [72] is
employed.

The Cho-CERN model is employed as the standard pion production model in our simulation
because the momentum and angle distribution of the pion obtained by PIMON measurement
strongly favored the simulation, while the other models are used for systematic evaluation.

B.1.3 Magnetic horn focusing

The scattered protons and generated secondary particles are traced by the MC simulation
GEANT with GGALOR hadron interaction package through the magnetic field generated by
the horn system described in Chapter 3 to the decay section.

The magnetic field in the simulation is given by calculation with Formula ?? ,where we ignore
the skin effect inside the target rod and assume the static approximation for all the area. The

140



uncertainty of the aymmetric field is considered in the systematic evaluation.

B.1.4 Particle decay

We employ a custum made program based on the V-A theory to simulate the energy and
angular distribution of the decay products from the focused Kaons and muons because GEANT
made decay particles only isotoropically. The following types of decays are considered in the
simulation.

Pion

at — ut vy, whose branching fraction is almost 100%, is only taken into account.

Kaons

The main contribution to the neutrino beam are as follows;
o K* = v, +u* (63.51 %)

o K* — 70 +et + 1, (482 %)

o KV - 7% +eF + v, (38.78 %)

o K* 5 0+t + v, (3.18 %)

o KV — 7% + 4T +v, (27.17 %)

Other decay modes are ignored because their branching fractions are quite small.

Muons

pt = et + vy, + Ue, whose branching fraction is almost 100%, is only taken into account.
The effect from p polarization to the angular distribution of decay products is also taken into
account. This mode is a dominant source of v, in out neutrino beam.

B.1.5 Neutrino flux and energy spectrum

The resulting neutrino flux at near and far site after Nobember 1999 configuration are shown in
Figure B.3. From the beam simulation, the neutrino beam spread over 25 cm in radius at near
site and over 200 m in radius at far site in average. The v,/v, ratio is estimated to be 1.3%.
v,/ vy, to be 0.5%, and v, /v, to be ~ 2 x 1074, respectively.

The v, energy spectrum difference between in the June 1999 configuration and in the Novem-
ber 1999 configuretion are shown in Figure B.4. The average neutrino beam energy is higher
in the November 1999 configuration (1.30 GeV at far site) than in the June 1999 configuration
(1.23 GeV at far site) because the horn current was higher in the November 1999 configuration,
while the absolute flux is 2.7% smaller in November 1999 configuration due to the higher pion
absorption inside the target rod.
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Figure B.3: Neutrino flux calculation by beam simulation. Left figure: Neutrino flux at near
site. Right figure: Neutrino flux at far site.
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figures show the spectrum with horn current of 200 kA (250 kA).
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B.2 Neutrino interaction simulation

The NEUT program library [69] is used to simulate the neutrino interactions with the nucleus
in our Monte Carlo simulation. This library was first developed to study atmospheric neutrinos
as a background of nucleon decay analysis in the Kamiokande experiment, and then it was
inherited to the K2K experiment together with Super-Kamiokande experiment with various
modifications [51,63,64,74]. In the NEUT code, the following interactions are considered:

CC/NC (quasi-) elastic scattering v+ N — [+ N’

CC/NC single meson production v+ N — [+ N’ + meson

CC/NC deep inelastic interaction v+ N — [+ N’ 4 hadrons

CC/NC coherent pion production v+ 0 (12C) =1 +%0 (12C) + =

where N and N’ are nucleons (proton or neutron) and [ is a lepton, respectively.

The cross section of neutrino-electron elastic scattering is approximately three orders of
magnitude smaller than that of the neutrino-nucleon interactions at ~1 GeV neutrino energy
and therefore it is simply omitted from the simulation.

B.2.1 Elastic and Quasi-Elastic Scattering

The reaction is the dominant mode in the K2K neutrino beam energy region. Our simulation
of the interaction is based on the Llewellyn Smith’s theory [75]. The amplitude of this process
is described by the product of the hadron and lepton weak currents:

T = ZE a1 = )ulln) (N ()T N ), (B.2)

where G is the Fermi coupling constant, p; (p2) is the initial (final) nucleon four-momentum,
and k; (ko) is the initial (final) lepton four-momentum. The hadronic current, (N'|J"#d|N), can
be expressed as a function of four-momentum transfer, Q> = —¢> = —(p; — p2)*:

iUAquﬁF‘% (Q2)
2mpy

(N[N} = cos 6, a(N') [M&(QZ) n +7A75FA<Q2>] u(N),  (B3)

where 0. is the Cabbibo angle, and my is the nucleon mass. The vector form factors, F{: and
F‘Q/, are represented as follows:

2\ 1 2
R@) = (1+50)  |6H@) + 1 6h(@)]. (B.4)
2 -1
F2(@) = (1455 ) [6H(@) - GH@)]. (B5)
N
GH@) =y, GhQ)= (8.6

27 27
Q? Q?
(1+%) (1+%)
where £ = p, — p, = 3.71 is the difference of anomalous magnetic dipole moments between a

proton and a neutron, and the vector mass in the dipole parametrization, My , is set to be 0.84
GeV/c. The axial form factor, Fy, is given by

—-1.23

2y _
Fa(Q7) = (1+%)2,

(B.7)
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where M, is the axial vector mass. Past electron-nucleon and neutrino-nucleon scattering ex-
periments give that M4 for (quasi-)elastic scattering is 1.0-1.1 GeV/c [77]. Since our previous
analysis [52,134] favors M4 = 1.11 GeV/c, we employ this value in our simulation.

Finally, the differential cross-section is expressed by

@) 7 O(QZ)M] (B.5)

My my

do _ m?\,G% cos? 0,
dQ? 8 E?2

where FE, is the incident neutrino energy, (s — u) = 4myE, — Q* — m?, my is the lepton mass,

and;
2 2 2 2 2 2
a@) =D (a4 LY pap - (4- L) imp + Zoiemee (1- 2 )

4m3, m3; may 2 2
4Q2F1£F2 m2
= L (| EF P+ |Fa) | (B.9)
my my
B(0O?) = QZ 1 2
(Q%) = ——5-Fa (Fy +¢F), (B.10)
My
1 2 [¢p2|?
0@ = <|FA|2+|F¢|2+Q—2 S ) (B.11)
N

The sign of B(Q?) in Equation (B.8) is — for neutrinos and + for anti-neutrinos.

Figure B.5 shows the quasi-elastic cross section as a function of £, with M4 = 0.91,1.01,1.11
GeV/c?. They are consistent with various bubble chamber measurements around 1 GeV [135-
138].

The cross-section of the NC elastic scattering is derived from following relations [139]:

o(vp = vp) =0.153 x o(vn — e p), (B.12)
o(vn — vn) = 1.5 X o(vp — vp). (B.13)

The Fermi motion and the Pauli blocking effect are considered for the target nucleons bound
in %0 or 2C. The Fermi gas model is adopted to reproduce the Pauli blocking effect. The final
nucleon momentum is required to be larger than the Fermi surface momentum (225 MeV/c in
160 and 217 MeV/c in '2C). The Fermi surface momentum is estimated from an electron-'2C
scattering experiment [140]. The cross-section depends on the target nucleus because of the
Pauli blocking effect, and the difference of the cross-section between °0 and '2C is less than
1.5% in the neutrino energy region of E, > 0.5 GeV.

B.2.2 Resonance production channel

The resonance production interaction produces one lepton and one pion intermediating a baryon
resonance state N*:

v+ N —=I1l +N*

B.14
N* = N'+7 (n,K), ( )

which is the dominant process if the invariant mass of the hadron system is less than 2 GeV/c?.
The simulation of this mode is based on the Rein-Sehgal model [76].
The differential cross-section of the resonance production with the mass M is written by

d’c B 1
dQ%dE,  32mmyE?

. % ST TN = IN)P - S(W? - M), (B.15)
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Figure B.5: Cross-section of CC-QE interaction on a free neutron in NEUT, together with the
results of measurements by bubble chamber experiments. Horizontal axis is the incident neutrino
energy. Solid, dashed, and dotted lines show the calculations of the cross-section in NEUT with
M4 = 1.01, 1.11, and 0.91 GeV/c, respectively. Data points are from ANL [135], BNL [136],
GGM [137], and Serpukhov [138].

where W is the invariant mass of the hadron system, and the width of the resonance decay
is neglected. The amplitude of the resonance production, T'(vN — [N*), is calculated according
to the FKR (Feynman-Kislinger-Ravndal) baryon model [141]. This model includes vector and
axial-vector form factors using dipole parametrization with the same My and M4 values as
CC-QE. The differential cross-section for the resonance with a finite decay width, I, is derived
by replacing the d-function in Equation (??) with a Breit-Wigner formula:

9 9 1 r
(W _M)%%(W—M)Z—FI‘Z/ZL' (B.16)
In NEUT, A(1232) and other 17 resonance states with W < 2.0 GeV/c? are considered. Figure
B.6 shows our calculation of the cross-section for each final state with M4 = 1.01 GeV/c? and
experimental data [142-144]. In case of our choice, M4 = 1.11 GeV/c?, and the cross-section is
approximately 10% higher than that with M4 = 1.01 GeV/c?. The cross-section is consistent
with past experiments, no matter which M, value we employ.
The decay kinematics of A(1232) is calculated by the Rein-Sehgal method. For the other
resonance states, the meson direction is assumed to be isotropic in the rest frame of the resonance
state.

B.2.3 Coherent pion production

The coherent pion production is the neutrino interaction with a whole nucleus instead of an
individual nucleon, and it does not change the charge or the isospin of the nucleus. This
reaction produces one pion with the same charge as the intermediating weak boson. The angular
distribution of the recoil lepton is sharply peaked in the forward direction, and the nucleus does
not break up due to the small momentum transfer.

The calculation of the cross-section and the kinematics is based on the Rein-Sehgal model
[103] whose cross-section is modified to produce the model by J. Marteau et al. [145]. The
differential cross-section of the Rein-Sehgal model is expressed by

3 2 myE, N N 1 2
d®o Gimy _do(rN = «N) . (W> e " Faps, (B.17)
72=0 A

= 242(1 —
dQ%dydt omz 1A (1=Y) g
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Figure B.6: Cross-sections of CC resonance production channels in NEUT, together with ex-
perimental results. Solid lines show our calculation, and dashed lines show the the cross-section
scaled by +30%, where M4 = 1.01 GeV/c?. The experimental results are from ANL [142],
BNL [143], and GGM [144].
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Figure B.7: Cross-section of the coherent pion production calculated by NEUT. Solid lines
show the cross-section of CC, and dashed lines show that of NC. The cross-section modeled by
Rein-Sehgal [103] and Marteau et al. [145] are drawn with blue and red lines, respectively.

where f, is the pion decay constant of 0.93m,, A is the atomic number, b = (RgA/?)?/3 is of
the order of the transverse dimension of the nucleus taken to be 80 GeV 2 for oxygen, and ¢ is
the square of the four-momentum transfer to the nucleus. Fys is a factor coming from the pion
absorption in the nucleus. In this model, vector contribution is ignored. Therefore, coherent pion
production occurs with equal cross section for neutrino and anti-neutrino. The axial parts of the
neutral and charged currents form a triplet in isospace we are led to fgo = (\/1/—2 frt)?t = % fﬁ+,
which appears in cross section formula. Therefore, the cross section of neutral current coherent
pion is half of charged current in this model.

Figure B.7 shows the comparison of the cross-sections between the Rein-Sehgal model and

its modification by Marteau et al. The cross-section of the former is slightly higher around 1
GeV.

B.2.4 Deep inelastic interactions

The differential cross-section of CC deep inelastic scattering is calculated by integrating the
following equation in the range of the invariant mass of the hadronic system, W > 1.3 GeV/c?
[146]:

d?c  GimyE, 1, 1
dudy - =y + Y + C1)Fa(z) +y(1 - Y + Co)[zF3(z)] (B.18)

mi(y — 2) _ mNzY m?

O, =
Y" 4myE,x 2B,  AE2
2
m
Co=_—— "1
2 4mNE,,x

where z = Q?/(2my (E, — E;) + m%) and y = (E, — E;)/E, are the Bjorken scaling parameters,
and Fj is the energy of the final state lepton. The nucleon structure functions, F5 and zFj3, are
given by GRV94 [78] which is modified by Bodek and Yang [79]. The Bodek-Yang modification
effectively changes the cross-section by a Q?-dependent factor:

d’o . Q? d’o
dedy — Q% +0.188 dxdy

(B.19)
It reduces the cross-section in low Q? region, which is favored by our previous analysis [52,134].

The kinematics of the hadronic system is simulated by two methods according to the invariant
mass, W. Only pions are considered in the region of 1.3 < W < 2.0 GeV/c?. The mean
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multiplicity of pions is estimated from the result of Fermilab 15-foot hydrogen bubble chamber
experiment [147]:
(nz) =0.09 +1.83In W2, (B.20)

The number of pions for each event is determined using KNO(Koba-Nielsen-Olesen) scaling [148].
Since the range of W overlaps with that in the resonance production mode, n, > 2 is required in
this W region. The forward-backward asymmetry of pion multiplicity is also taken into account
to be [149]:

(nfy  0.35+0.41ln W?

™

(nB) "~ 0.50 +0.09In W2’

(B.21)

In the region of W > 2.0 GeV/c?, the kinematics of the hadronic system is calculated by
JETSET/PYTHIA package [81].
For the NC deep inelastic scattering, the ratio of NC to CC is assumed to be

Z(CC) =026 +0.04(E,/3-1) (3<E, <6 GeV), (B.22)
0.30 (E, > 6 GeV)

which is based on the experimental results [150].

B.2.5 Nuclear effects

Hadrons produced in an 'O or '>C nucleus often interact with nuclear medium inside the
nucleus, called “nuclear effect”. The nuclear effects of pions, nucleons, and A resonances are
considered in NEUT. The neutrino interaction position in a nucleus is calculated using the
Wood-Saxon type density distribution:

p(r) = %po{l—i-exp (T;c>}_1, (B.23)

where we choose p = 0.48m3, a = 0.41 fm, and ¢ = 2.69 fm.

Pion

The nuclear effects for pions are classified into inelastic scattering, charge exchange, and ab-
sorption. The cross-section is calculated by the model of L. L. Salcedo et al. [82]. The Fermi
motion and the Pauli blocking effect of nucleons are taken into account in the similar way as the
CC-QE interaction. Figure ?? shows the calculated 7+-1Q interaction cross-section together
with experimental data from C. H. Q. Ingram et al. [83], which agree well with each other. Since
uncertainties in the past measurements are approximately 30%, we use this value as a systematic
error on the nuclear effect for pions.

Nucleon

The nucleon-nucleon elastic scattering cross-section implemented in NEUT is based on the mea-
surement by H. W. Bertini [151], which is used by GCALOR. The pion production interaction
is also taken into account, according to the isobar production model of S. J. Lindenbaum et
al. [152]. The effect of these models are compared with a past experiment by K. V. Alanakian
et al. [153], which measured the yield of scattered protons in electron scattering on a 2C target:

e+"C e +p+X, (B.24)
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where the electron beam energy is 1.94 GeV, and the scattering angle of the electron is required
to be 15 £ 2 degrees. The proton yield was measured at the scattering angles of 66 + 8 degrees
and 120 % 8 degrees: the former corresponds to protons from pure QE process without nucleon-
nucleon scattering, and the latter corresponds to those with scattering. This experiment is
reproduced with NEUT by replacing the incident electron with an electron neutrino. Figure 7?7
shows the scattering angle of the proton using NEUT. We find that NEUT generates scattered
protons 10% larger than the measurement. Therefore, we rescale the nuclear effect for nucleons
by multiplying 0.9 to the cross-section, and we assign the error of 0.1 to this factor.

A resonance

The absorption of a A resonance [154] is taken into account. Approximately 20% of the A
resonances are lost by this effect.

B.3 Detector Responce

Once the neutrino-induced event was generated as described above, the detector responce to the
generated particles must be simulated as next step. In addition, the responce for each detector
had to be correctly digitized so that analysis code would work for both real data and the MC
data with same cut. In K2K, GEANT-3.21 package [70] is utilized for this perpose. This section
describes the simulation of responces in all K2K detector elements, especially SciBar.

B.3.1 Simulation of Water Cerencov Detectors (1kt, SK)

The same technique is used for the detector simulation of 1kt and SK water cerencov detec-
tors [66]. For the propagation of generated photons in water, Rayleigh scattering, Mie scattering
and the absorptions of the photon are considered based on the cosmic-ray muon and the laser
calibration data. Light reflection and absorption on detector material, such as the surface of
PMTs and black sheets, are also simulated based on the data from direct measurements. The
number of observed photo-electrons in each PMT is derived by summing up individual p.e. with
a weight of a single p.e. distribution. The hit timing of each PMT is smeared according to the
PMT timing resolution. Properties of the electronics system, such as the time width of ADC
gate and the signal threshold, are also taken into account.

B.3.2 Simulation of SciFi

The light yield, attenuation in the SciFi and reflection from the aluminum coating at the edges
are implemented based on the cosmic-ray muons and °Sr calibrations [56]. The responces of
the IIT-CCD part is also considered based on the LED data in the MC simulation.

B.3.3 Simulation of SciBar
Light Yield

When charged particles traveled through the scintillator strip, true total energy deposi-
tion (MeV) in each strip is converted to the photo-electrons (PEs) with the conversion fac-
tor (MeV2PE) described in the previous chapter, where the scintillator quenching effect is also

implemented. After the attenuation of the PEs according to the path-length in the WLS fiber,
the PEs is smeared individually with photon-statistics and by Gaussian whose width is defined
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as
o(1PE)
v PEs

where o(1PE) is 1PE resolution, which is typically 80% from laboratory measurement.
In addition, the crosstalk effect described in the previous chapter is also implemented. We
use a simple model for the crosstalk generation in the MC simulation as,

(B.25)

PESafter — (1 _ 50[) . PESbefOI‘e
1
+a- Z PEs"*® (neighboring) + el Z PEs"*r(diagonal)
neighboring diagnal

where « is the crosstalk parameter set to be 4% from laboratory measurement, before/after
means before/after applying the crosstalk effect and neighboring/diagonal means the neighor-
ing/diagonal pixcel. In the analysis, we use a inverse process for the crosstalk correction in the
data and the MC events.

Timing responce

The light velocity in the fiber of 0.059 (nsec/cm) from laboratory measurement [85, 155]
is taken into account. In the analysis, we correct this propagation time for hits associated
reconstructed tracks.

Digitization

After deciding the PEs and timing for each strip, the MC simulated digitization prosess. At
first, the PEs is converted to ADC counts based on the conversion factor (PE2ADC) described
in the previous chapter, where the electronics noise and the responce of VA slow shaper are also
implemented. Then the timing information is converted to TDC counts with consideration of
the input charge based on the T-Q correlation described in the previous chapter.

7 interaction outside the target nucleus

We use CALOR program library to simulate the pion-CH interaction in the MC simulation.
This package is known to reproduce the pion interactions well including more than 0.5 GeV /c re-
gion. For still lower energy region (p, < 0.5 GeV/c), a custum made program library [80], which
is originally developed for Super-K based on experimental data from 7 —1¢ O scattering [156]
and 7 — p scattering [157], is used.

B.3.4 Simulation of MRD

Full structures including drift-tube modules and gas in MRD are taken into account [50]. For
each hit, hit efficiency, noise hit estimated from the real data and timing information are correctly
implemented.
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Appendix C

Near detector analysis in the
spectrum measurement

This chapter describes the details of the analysis of each near detector part on the neutrino
spectrum measurement.

C.1 1KT part

Event sample

We select the fully-contained (FC) single-ring muon-like (1Ru) events for the spectrum mea-
surement because the proton momentum from CCQE event is usually below the cherenkov
threshold. In addition, we require the muon is stopped inside the detector to measure the mo-
mentum. A typical event display is shown in Fig. C.1. According to the MC simulation, 97% of
the events selected by the requirement are CC interaction, and the rest are mostly composed of
NC interaction with an outgoing charged pion above its Cherenkov threshold. The efficiency for
QE interaction is estimated to be 53 % and the QE fraction is 58 % in the sample. The detailed
description for the event selection is found in [52].

Figure C.1: A typical event display of a single muon event in 1KT.

definition of X%,

151



The x? for the 1KT term is defined as,

o . \12
Xz — Z [Ndata(ﬁaj) - NMC(Z,J)] (Pg}—};cTale - 1)2 (C.1)
IKT = — — — ) .

— o ()P + NS )P + oyt () (0}KT,)?

where 09212(;, j) and o (i, j) are the statistical errors of data and the MC simulation in (i,j)-th

bin, respectively. The second term is the constraint term for P;_Iscj;le, which varies the momentum
scale as
p
P = PuéLT , (C.2)
p-scale

The O-;%—Iggale is evaluated to be f2% as described in Section 3.2.1.

The bin width of the (p,,0,) distribution of 1KT is 0.1 GeV /c for p, and 10 degrees for 6,
and the events above 90 degrees are integrated into one angular bin. The bin-by-bin systematic
error, osyst (4, j), is also put into x?;. The sources and sizes of osys; (7, j) are summarized in [52]

in detail.

C.2 SciFi part

Event sample

The SciFi data used in the analysis is taken under the two different detector configuration
namely K2K-Ib and K2K-ITa as described before. For K2K-Ib data, CC candidate events are
selected by requiring that at least one reconstructed track starting in the fiducial volume of SciFi
is matched with a track or hits in the LG (SciFi-LG event) or MRD (SciFi-MRD event). On the
other hand, only the SciFi-MRD-3D events are used for K2K-IIa data because LG is removed
in this period. The significant hadron contamination is found in the SciFi-MRD-1L events due
to a small amount of material between SciFi and MRD. A typical CC event display is shown
in Fig. C.2. A schematic view of each event type is also shown in Fig. C.3 and C.4 for K2K-Ib
and K2K-IIa, respectively. Each CC candidate sample is sub-divided into three categories of
1 track, QE and nonQE sample in the same way as SciBar. The number of event, the fraction
and the efficiency for each category are summarized in Table C.1 and Table C.2, respectively.
The detailed description for the event selection and classification is found in [55, 56].

Energy reconstruction

The muon energy in the CC candidate sample is reconstructed from its range through SciFi,
LG and MRD for SciFi-MRD sample. The pulse height information of the cluster in LG is used
for the SciFi-L.G sample. The uncertainty for the energy reconstruction in LG part is evaluated
to be 5 % and 30 MeV for SciFi-MRD sample and SciFi-LG sample, respectively, from the test
beam experiment data (KEK-PS T501) [55]. The systematic uncertainty for the MRD part is
2.7 % as stated before.

definition of X%F
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Figure C.2: The event display of a typical CC event in SciFi.
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(B) MRD-1L
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Figure C.3: Schematic view for each event type of SciFi in K2K-Ib. Figures (A), (B), and (C)
show MRD 3D matching, MRD first layer matching, and LG stopping events, respectively.

MRD-3D (K2K-lla)

ini-SciBar

MRD

Figure C.4: The schematic view of the SciFi MRD-3D event in K2K-IIa.

Table C.1: SciFi event summary used in the analysis.

K2K-Ib SciFi-MRD | K2K-Ib LG | K2K-IIa SciFi-MRD
1 track 5900 1450 3637
QE 758 108 455
nonQE 1218 737 816
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The x? for the SciFi is defined as,

9 QZZZ NMOTC(; ) — Nt TC(; ) 4 N'ataTC(; )] N'data,TC G 5
XSciFi = '] 2y by n'N/MC,T,C(i 7)
T C i ’
(chiFi _ (chiFi>)2
+ Z (USciFi)2 ’ (C-3)
S S

T = {K2K-Ib-MRD, K2K-Ib-LG, K2K-IIa-MRD}, (C.4)
C = {1trk, 2trk-QE, 2trk-nonQE}, (C.5)
S = {E-scale, LG-density, LG-cluster, rescat, 2nd-eff}. (C.6)

where the bin width of (p,,6,) is the same intervals as £, for p, and 10 degrees for 6,, and
each MC bin content are calculated by

8
.. iFi MC,1trk /- - MC,1trk . -
NMC’ltrk(Za]) = 1%815111 : Z][]Z5 ' [Nk’Q]zE tr (Z,]) + RnQE : Nk,no,ngE(Z’j) s (C7)
k=1
8
- .. iFi MC k-QE /. .
NMOIQR( ) = PRI -3 5¢ - [N ¥ g)
k=1
RSCiFit SciFi MC,2trk-QE
resca c ,2trk- .
+ 1 RSciFi (1 - Preslcalt) : Nk,QE (27.7)
— flrescat
MC,2trk-QE /- -
+ RnQE ’ Nk,nonQrE Q (7’7])] ) (08)
8
- .. iFi MC k- E/ . .
et ) = PG S 1 [N g)
k=1
RSP SciFi MC,2trk-QF
- ,2trk- ..
1 ;;giipi (1 — Pregeat) - Nk,QE (4, 7)
rescat
MC,2trk-nonQE /: -
+ Ruge - Nyl "™, )] (C.9)

where Pl\slg}frll and P3¢FL are overall normalization and the scaling factor of the proton re-
scattering cross-section. The second terms in the summations of Equation (C.8) and (C.9)
represent the migration between 2-track-QE and 2-track-nonQE samples due to the proton re-
scattering. The uncertainty for the second track finding efficiency is also taken into account

as,
N’Mc’ltrk(i,j) _ (1 _ PQSHC(IE‘éff) i [NMC,Qtrk—QE(i’j) + NMC,?trk—nonQE(i’j)]’ (010)
NMC2rk-QE(; 5y — pScFi | \MC2rk-QE(; ) (C.11)
9’ nd-e 9’ ) *
NIMC,2trk—n0nQE(Z-,j) — 2Snccliljgff . NMC,2trk—n0nQE(Z-,j)’ (0_12)

where P;;ggff is the fitting parameter to vary the second track finding efficiency.

In addition, the systematic errors on E}\LARD, E{jG, and ELLLGCIUS“”r are separately taken into
account by three fitting parameters, ng;};;le, PS(C;i_F(fensity, and PS(C;i-Fcilusterv respectively. Using
these parameter, the muon energy for each sample is expressed as follows,

K2K-Ib MRD-3D,1L: E, = E;°" + B} + B/ - PRt iy + EVRY - P, (C.13)

K2K-Ib LG-Stopping: Ej, = E,""' + E;% + E;;5 + p3ell o (C.14)
K2K-ITa MRD-3D: E), = By 4 BTG 4 plinrscibar o phIRD . paeit . (C.15)

The center values and their error sizes are summarized in Table C.3.
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C.3 PIMON part

definition of x%0x

The PIMON data is used to constrain the E, spectrum shape above 1 GeV. The y? for the
PIMON term is defined as

) 7 (fi . f_PIMON)2
XPIMON Z (O_PIMON)2 (016)
=5 3
(I)PIMON/(I)MC
PIMON _ .

where, ®P™MON and ®MC are the neutrino flux measured by PIMON and estimated with Beam-
MC simulation, respectively. As described, we fixed the neutrino flux at 1.0-1.5 GeV at unity
for a normalization in the fitting, and there is only one bin above 2.5 GeV in the PIMON
measurement. Thus, the summention is performed from 5th-7th bin. The numbers used here
are summarized in Table C.4.
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Table C.2: The fraction and efficiency of CC-QE events for each event category of SciFi. The
unit is %.

Event category 1-track QEQ_t;a(frll{QE Total
Fraction K2K-Ib 50 53 11 —
K2K-IIa o7 58 12 —

Efficiency  K2K-Ib 39 5 2 46
Y K2K-IIa 36 5 2 42

Table C.3: The central values and error sizes of the constraint terms in xZ_p;.

Parameter Central value Error
PR e 1.00 0.027
PLSJchfensity 1.00 0.10
PLSJ((;E:IIuster [GGV] 0.00 0.03
Pt 0.87 0.10
Pyilen 1.00 0.05

Table C.4: Summary of the numbers used in the X%’IMON'

E, (GeV) 1.0-1.5 1.5-2.0 2.0-2.5 2.5 -
Bin number i=4 i=5 i=6 =7
(
PIIMON 6.30 x 10" 3.21 x 10" 1.01 x 10" 4.27 x 10"
PBeam—MC 6.19 x 101 3.35 x 10'1  1.05 x 10'  3.96 x 10
PIMON PIMON
FRIMON = 2icr /2 - 0.941 0.945 1.059
PIMON * _ F10.7% F121% AT
9 —9.9% —17.7% —34.0%

156



List of Tables

1.1

2.1

3.1
3.2
3.3

5.1
5.2

9.3
5.4
5.5

6.1

7.1
7.2
7.3
74
7.5
7.6

8.1
8.2
8.3
8.4

8.5

8.6

8.7

9.1

Present limit of neutrinomass . . . . . . . . .. .. L L L o oo 2
History of K2K. . . . . .« . . o 13
Specification summary of KEK-PS for K2K experiment. . . . . . .. ... .. .. 15
The components of the K2K near detectors. . . . . . . .. .. ... .. .. .... 16
The detector performance of the muon range detector. . . . . . ... ... .. .. 18
Basic characteristic of Extruded scintillator. . . . . . . .. .. ... ... ... 26
The result of the scintillator-measurement. The dimension and weights of the

10% of all strips are measured. . . . . . . . . .. ... 27
Basic characteristic of WLS fiber . . . . . . ... ... o o0 29
Specifications of the MAPMT. . . . . .. . ... .. ... ... ... ....... 30
PIN diode specifications. . . . . . . . . ... L 32

The summary table for the number of events in each subsample used in the
CC coherent pion analysis and the spectrum measurement, respectively. The

efficiency and fraction of the QE events are also shown. . . . ... ... .. ... 58
The systematic error for dopu ik « + -+« v - oo e 71
Systematic error for duonQE/QE -« - - ¢ v v - v e e e e 73
Systematic error of Gproton/pion « + » + + ¢+ s e e e e 73
Best fit value of parameters in ¢2 fitting. . . . . . ... .. ... ... ... ... 75
The summary of systematic errors in the CC coherent pion cross section ratio. . 78
The cross section ratio with each condition for M 4. We quote the quadratic sum

as the systematicerror. . . . . .. ... 79

The reduction rate of the neutrino events by the single-event selection for each

K2K run period. . . . . . . . o 91
The systematic errors on the total number of events in 1KT. . . ... ... ... 91
The E, interval of each bin. . . . . . . . . . . . .. .. oo 93
The summary table for the number of events in each sample used in the analysis.

The efficiency and fraction of the QE events are also shown. . . . . . . ... ... 93

Results of the spectrum measurement. The best fit value of each parameter is
listed for the fits with all the detectors data, with the 1KT data, with the SciFi
data and with the SciBar data, respectively. The reduced x? (x2,,;/DOF) and

the averaged x? of each detector (x?/Np;,) are also shown. . . . . . ... ... .. 97
The best fit values, errors, and error matrix for f; and R,qr. The square root of

error matrix (sign [M;;] - \/|M;j]) is shown in the unit of %. . . . . . .. ... .. 99
Error matrix of the Far/Near ratio. . . . . .. ... ... ... ... ........ 102
Summary of the number of selected events at each reduction step in SK. . . . . . 106

157



9.2

9.3
9.4

10.1
10.2
10.3
10.4
10.5

10.6
10.7

11.1

B.1
B.2

C.1
C.2
C.3
C4

The observed number of neutrino events in each category in SK. The MC ex-
pectation for the null oscillation case is also shown. Each number in K2K-I and
K2K-II is shown in the brackets. . . . ... . ... ... ... ... .. ......
Summary of the systematic uncertainty on the total number of observed event.

The summary of the systematic errors on single-ring u-like events of SK. . . . . .

Summary of the central values and the errors for the systematic parameters. . . .
Summary of the best fit parameters. . . . . . .. ... oo oL
The expected number of events at the best fit point. . . . . . . ... ... ...
KS-probability for the neutrino energy spectrum. . . . . . .. .. ... ... ...
Summary of the systematic errors in the oscillation analysis. The best-fit value,
deviation between the best-fit value and the nominal value (Af), estimated er-
ror (o) and the ratio of the deviation to the estimated error (Af /o) are listed for
each error. . . . . . . L
Null oscillation probability. . . . . . . ... ... ... L Lo
Effect of each systematic uncertainty on the null oscillation probability. The
numbers in the table are null oscillation probabilities when only the error in the
first column is taken into account. . . . . . ... ... L L oL

Summary of the combined analysis as will be discussed in Section 11.2.2. The
best fit oscillation parameters and the 90% CL interval for Am? at sin? 20 = 1.0.
are ShOwn. . . . . . . . . e e e e e e e

Proton beam parameters for the simulation. . . . . . ... .. ... ........
Fitted parameters of Sanford-Wang formula for the positive pions. . . . . . . ..

SciFi event summary used in the analysis. . . . . . .. .. ... ... ...

The fraction and efficiency of CC-QE interaction for each event category of SciFi.

The central values and errors of the constraint terms in chiFi. ..........
Summary of the numbers used in the X2 oN: - « « « « « « o v e e

158

123



List of Figures

1.1 The regions of mass-squared difference and mixing angle favored or excluded by
various experiments. . . . . . . ... ..o e e e 6

2.1 Expected distortion of the neutrino energy spectrum at Super-K assuming (sin® 26, Am?) =
(1.00,0.0030 eV?). In the bottom figure, the neutrino energy spectrum distorted
by oscillation (hatched histogram) are compared with that for null oscillation
case (open histogram). The top figure shows the survival probability as a func-

tion of By, . . . L e e e e e e 9
2.2 A simple flow of number of event analysis. . . . . . ... ... ... ... ... 10
2.3 A simple flow of spectrum shape analysis. . . . . . . ... ... ... ... .... 11

2.4 Sensitivity to the v, — v, oscillation in the K2K experiment. The vertical and
the horizontal axis are Am?[eV]? and sin? 20, respectively. The red lines show the
sensitivity contours of the K2K experiment with the confidence levels of 90% (solid

line) and 99% (dotted line). . . . . . . .. .. 13
3.1 A schematic view of KEK-PS and the neutrino beam line. The characters 'C’” and

’S” mean the CT and the SPIC, respectively. . . . . . . . ... . ... ... .... 15
3.2 Accumulated number of protons on the target, measured by CT in front of the

target. . ... oL 15

3.3 A schematic view of the K2K-IIb near detectors. From upstream, 1KT, SciFi,
SciBar and MRD are arranged. The lead grass calorimeter was located at the

position of SciBar in K2K-I. . . . . . . ... ... ... ... ... ... . 16
3.4 A schematic view of the 1kt water cherenkov detector . . .. .. ... ... ... 17
3.5 A photograph of the inner detector viewed from the bottom. . . . . ... . ... 17
3.6 Schematic view of SciFi. . . . . . . .. 18
3.7 Schematic view of Super-Kamiokande. . . . . . .. ... ... ... ... ... 19

4.1 The energy spectrum for each type of neutrinos at ND (left) and SK (right)

estimated by the beam-MC. . . . . . . ... . L L Lo 21
4.2 The cross section divided by E, of each neutrino interaction mode with CH target
asafunction of E,. . . . . . . . e 22

5.1 A schematic drawing of SciBar. Extruded scintillator strips are arranged vertically

and horizontally. . . . . . . . .. L 25
5.2  Conceptual scheme of the WLS fiber readout of the Scintillation light. . . . . . . 25
5.3 Conceptual scheme of the SciBar readout system. . . . . . .. ... .. ... ... 26
5.4 The SciBar local coordinate. . . . . . . . .. ... o L L o 26

5.5 An event display of the typical CCQE event. In the display, each hit is shown
as a closed circle, whose area is proportional to the deposited energy. One track
extends to MRD is a muon and the other track with the larger energy deposition
ISaproton. . . . . . ..o 27

159



5.6 The emission light spectra from scintillator. . . . . . .. ... ... ... ... .. 27

5.7 The absorption and emission spectra of the WLS fiber (Y11). . . . .. ... ... 27
5.8 The drawing of scintillator strip. . . . . . . . . .. ... o 28
5.9 The wavelength-shifting fiber Kuraray Y11 (200) . . . .. ... ... ... .... 28
5.10 The attenuation length of all WLS fibers measured before installation. . . . . . . 29
5.11 The relative light collection efficiency of all WLS fibers measured before installation. 29
5.12 The picture of the alignment fixture “cookie”. . . . . . . ... ... . ... ..., 29
5.13 Pixel-to-pixel gain uniformity. Each number in the figure represents the relative

gain of each pixel. . . . . . . ... 31
5.14 Single photoelectron ADC distribution. . . . . . ... ... ... 0oL 31

5.15 Linearity curve. The upper figure shows a response for various input charge from
0 to 300 photo-electrons and the lower figure shows the ratio of the measured to

the expected response. . . . . . . . ..o 31
5.16 Schematic view of the gain monitoring system (HASE-moni) . . . . . ... .. .. 32
5.17 Spectrum of light emitted from WLS fiber excited with the LED light and scin-

tillation light. [90] . . . . . . . ... 33
5.18 Pulse-to-Pulse stability of the LED intensity. . . . ... ... ... ... ..... 33
5.19 History of the LED light intensity for all SciBar operation period (left) and for

short-term stability (right) in the period (A) defined in the left figure. . . . . . . 33

5.20 The linearity curve of the PIN photo-diode. PIN photo-diode has a very good
linearity up to 10° photo level, which corresponds to 10? p.e. level for MAPMTs. 33

5.21 Schematic view of light injection module. . . . . . ... ... ... . ... .... 34
5.22 Light injection module. White cylinder in the center of picture is LIM. . . . . . . 34
5.23 Injected light yield vs MAPMT channel. . . . . . ... .. ... ... ....... 34

5.24 The relative gain drift for the typical channel measured by HASE-moni. In the
figure, horizontal axis shows the operation time from the beginning of SciBar data

taking. . . . . . L 35
5.25 Response to the LED light for all channel. Channels with ADC less than 15

counts are defined as dead channel. . . . . . . . ... 0oL Lo 35
5.26 History of the number of dead channel monitored by HASE-moni. In this period,

two MAPMTs, whose corner of the photo-cathode is cracked, are replaced. . . . 35
5.27 Schematic drawing of an electro-magnetic calorimeter module.. . . . . . . . . .. 36
5.28 Picture of VA/TA front-end board (FEB). . . . . ... .. ... ... ....... 37
5.29 Picture of DAQ board. . . . . . . . .. L 37
5.30 Timing diagram of the data acquisition. . . . . . . . . .. ... ... ... .... 37
5.31 The light yield distribution of a typical scintillator strip for the cosmic-ray muons. 38
5.32 Energy calibration constant of all strips. . . . . . .. .. ... ... ... ... 38

5.33 The stability of the energy scale calibration constant for a typical strip over
the whole SciBar operation period, K2K-ITb and K2K-IIc, before (upper) and
after (lower) applying the relative gain correction of MAPMT. The light yield of
cosmic-ray muons are plotted. . . . . . ... Lo oo o 39
5.34 TQ-map, a two-dimensional plot of measured timing difference between a certain
two adjacent TA pair along a cosmic-ray muon track and charge for one of the

two TA blocks. . . . . . . o e 39
5.35 The timing difference between adjacent TA channels along a cosmic-ray muon
track afterapplying the correction of the correlation between timing and charge. 39

5.36 The ratio of the observed deposited energy per unit length (dE/dx) to the ex-
pected dE/dx by the MC simulation as a function of the expected dE/dx. A red
line shows a birks relation with best fit constants. . . . . . . . ... .. ... ... 40

160



6.1
6.2

6.3

6.4

6.5

6.6

6.7

6.8

6.9

6.10

6.11

6.12

6.13

6.14

6.15

6.16

6.17
6.18

6.19

The timing distribution for all hits in the on-spill gate. . . . . . . . .. ... ...
The number of photo-electron distribution for all hits survived after the cross-talk
correction. In the figure, black circle shows data and the histogram shows the
MC simulation, which is normalized by the entry in the region of more than 5
photo-electron. . . . . . . . ... L
Schematic view of the cosmic-ray event. both hits on upstream (1st) and down-
stream (64th) plane are required in the analysis. . . . .. ... ... ... ....
The hit finding efficiency for each plane using cosmic-ray muons. The closed
circles are data and the histogram shows the MC data. . . . . . . ... ... ...
The hit finding efficiency as a function of the path-length in the WLS fiber. The
closed circles and boxes are data and the MC expectation, respectively. The
efficiency is uniform for whole region inside the detector. . . . . ... ... ...
The schematic view of the method to estimate a track finding efficiency with
cosmic-ray muons. The track finding algorithm is re-applied after some parts of
hits are masked. . . . . . ..o
The track finding efficiency estimated with cosmic-ray muons. For both data and
the MC simulation, more than 98% efficiency is achieved for all tracks with the
track length more than 6 planes (~ 8cm). . ... ... ... ... ........
The schematic event display of SciFi events matching to SciBar. The matching
condition between SciFi and SciBar tracks are also shown. . . . . .. ... .. ..
The event display of SciBar with a track matched to the MRD track (left) and
the MRD hit (right). . . . . . . . . . .
The solid line in the left figure shows all the generated muons in the fiducial
volume in the MC simulation as a function of the muon momentum. The hatched
region shows the muons selected as the SciBar-MRD track. The right figure shows
the selection efficiency as a function of momentum. The efficiency is defined as
the ratio of the hatched region to the solid line in the left figure. . . . . .. ...
The definition of the interaction vertex. We define the upstream edge of the MRD
matching track as the vertex. . . . . . .. ... o o o
The vertex resolution estimated in the MC simulation. The second peak in the z
direction is caused by the cross talk effect. . . . . . . . .. ... .. 0000
The vertex distribution of SciBar-MRD matching events. The black circles, open
histogram and the hatched histogram are data, the MC events and the expected
QE events, respectively. The definition of the fiducial volume is also shown. . . .
The timing distribution of all events, which have one or more reconstructed track
inside SciBar (left), and all SciBar-MRD events (right). . .. .. ... ... ...
The solid line in the left side figures shows all the generated events (upper) and all
CC events (lower) in the fiducial volume as a function of the neutrino energy. The
hatched region shows the selected events as the SciBar-MRD event. The right
side figures show the selection efficiency as a function of the neutrino energy. The
efficiency is defined as the ratio of the hatched region to the solid line in the left
figure. . . . . L
The schematic event picture of the selected CC candidate event for the study of
muon selection without SciBar tracking information. . . . . . . ... ... .. ..
Muon selection efficiency vs Muon angle. . . . . . . .. .. ... ... ...
The muon momentum distribution for MRD sample. The black circles, open his-
togram and hatched histogram show data, the MC expectation and the expected
CC-QE component, respectively. The MC expectation is normalized by entries.

The muon energy resolution estimated by the MC simulation. . . . . . ... ...

161

50
50

ol
ol



6.20

6.21

6.22

6.23

6.24

6.25

6.26

6.27

6.28

6.29

6.30

6.31

6.32

6.33

6.34

7.1

7.2

7.3

7.4

7.5

The distribution of muon angle with respect to the beam direction. Black circles,
open histogram and hatched histogram show data, the MC expectation and the
expected CC-QE component, respectively. The MC expectation is normalized by
entries. . . . . . . e e e e 51
The angular resolutions estimated by the MC simulation. Figure (A) shows the
3D residual angle between the true and the reconstructed direction. Figure (B)
and (C) show the angle in the projection to the X view and Y view, respectively. 51
The number of MRD matching events (CC candidate events) per 10'® POT for
each month. The dashed line shows the expected event rate. . . . . ... . ... 52
The start position difference between the muon track and a second track in each
axis. In the figures, the black circles and the histogram show data and the MC
events, respectively. The criteria for track counting is also shown. . . . . . . . .. 53
The number of tracks originated from the vertex. The points show data. The
open and the hatched histogram show the MC simulation and the expected QE
events, respectively. The MC events are normalized by entries. . . . . ... ... 53
The upper figure shows the second track finding efficiency evaluated by the eye-
scanning for data and the MC events as a function of the number of hits. The

bottom figure shows the ratio of data to the MC events. . . . . . ... ... ... 53
The A6, distribution of the 2-track sample. Hatched area are QE components in
the MC distribution. . . . . . . . .. L 54
The distributions of the energy deposit per unit length for the muon candidate
track matched with MRD and the proton candidate track in the QE sample. . . 55
The dE/dx distributions of SciBar-MRD track (muon) and the second track in
QE sample (proton) for data and the MC simulation. . . . . . . . ... ... ... 55
Upper figure shows dE/dx distribution of cosmic ray muon. Lower figure is muon
confidence level as a function of dE/dx in each scintillator plane. . . . . . .. .. 56

The hyperbola obtained from two independent confidence level, CL; and CLs.
This shaded area corresponds to the confidence level combined together from the
EWO. . o e e e 56
The CL; distribution of proton track. A clear peak around 1 is caused by the
inefficiency of scintillator. The 20% of CLs from larger ones shown by hatched
histogram are not used for PID. . . . . . . .. ... ... ... . L. 56
The MuCL distribution of the muon tracks and the proton tracks for data (left)
and the MC events (right). The muons have a peak at 1, while the protons have

apeak at 0. . . . . oL 57
The MuCL distribution of the nonQE sample. The red hatched histogram is
shown for protons, the blue is for pions, and the yellow is for other particles. . . 57
The analysis flow of the SciBar CCevents. . . . . . . ... ... ... ... .... 58
The qfec distribution of all the CC candidate events. A small but significant
discrepancy is seen for the events with qfec less than 0.10 (GeV/ c)2. ....... 60
The ¢2. distribution for the (a) I-track, (b) QE, (c) nonQE-proton and (d)
nonQE-pion samples. . . . . . . .. 61

The prediction of coherent pion cross section by several models. Existing ex-
perimental results are also shown, where the results are scaled to the case of
Carbon nucleus and CC production by assuming an A3 dependence of the cross

section (o) and the relation of (CC) =20(NC). . . ... ... ... ... .... 62
Schematic views of CC single pion production (left) and CC coherent pion pro-
duction (right). . . . . . . .. 64

The analysis flow of the cross section measurement of CC coherent pion production. 65

162



7.6

7.7

7.8

7.9

7.10

7.11

7.12
7.13
7.14
7.15
7.16
7.17

7.18
7.19

7.20

7.21

7.22

7.23

7.24

7.25

7.26

8.1

The angular distribution of the second track in the nonQE-pion sample. Black
circles and histogram are data and the MC simulation, respectively. Events with
the track angle more than 90 degrees are rejected. . . . . . ... ... ... ...
A display of an event rejected by the 2D track cut. The left figure is a xz-view
and the right is a yz-view. In the xz-view, an additional 2D track is found.

The distribution of the distance between the vertex and the edge of 2D track.
Event display for coherent pi (upper) and CClz (lower) in the MC sample. Red
marks indicate hits, and size of marks is proportionally related with energy de-
position in the strip. Blue dashed lines denote the reconstructed 3D track. . . . .
The re-definition of the vertex position. The vertex is constrained from both the
primary and the second tracks for avoiding effects from the cross talk. . . . . . .
The vertex resolution after the re-calculation of vertex. The small peak in the
z direction due to the cross talk disappears. The resolution of each direction is
improved. . . . . . L e e e e e e e
Energy deposit distribution in the vertex strip for the (a) QE sample and (b)
nonQE-pion sample. Events with the activity less than 7 MeV are selected.

The distribution of the ¢2,, — g2, for the simulated coherent pion events.

The stability of the threshold value of MuCL . . . .. .. ... ... .......
The ¢2,. distributions for the (a) Itrack, (b) QE, (c) non-QE-proton, and (d)
non-QE-pion samples. . . . . .. oL L
The g2, distribution for (a) the final sample and (b) the sample of rejected events
in the nonQE-pion sample. . . . . . . ... L Lo
The ¢2,. distribution of all the sub-samples. The CC1m production is suppressed
by (g2, —1)/A +1 for ¢2,. < 0.1 (GeV/c)? with A=0.255 in the MC simulation.
The variation of the cross section ratio by varying the cut value of PID. . . . . .
The pion-CH cross section in CALOR and SK code. The SK code is based on
the past measurements. . . . . . . . . ... ...
Comparison of our data with other existing experimental results in the few GeV
neutrinos. Results of other experiments are scaled to the carbon target. . . . . .
The p, and 6, distributions for the 1 track sample. The MC expectations of upper
figures include CC coherent pion production and the lower ones do not include it.
The distributions of p,, 6, Lanq and 62,4 for the QE sample. The MC expecta-
tions of upper figures include CC coherent pion production and the lower ones do
not include it. . . . . . . Lo
The distributions of p,,, 6, Lanq and 6gpq for the nonQE-proton sample. The MC
expectations of upper figures include CC coherent pion production and the lower
ones do not includeit. . . . . . . . ...
The distributions of p,, 6,, Lanq and 02,4 for the nonQE-pion sample. The MC
expectations of upper figures include CC coherent pion production and the lower
ones do not include it. . . . . . . ..
The 6, (top) and g%, (bottom) distributions of the 1KT CC sample. The MC
expectations of left side figures include CC coherent pion production and right
side ones do not include it. . . . . . . ... Lo
The 6,, (top) and ¢2,. (bottom) distributions of the SciFi nonQE sample. The MC
expectations of left side figures include CC coherent pion production and right
side ones do not includeit. . . . . . . ... .o oo

The schematic view of the pulse height distribution of PMTSUM in the case of
two neutrino interactions occurring in one beam spill. . . . . .. ... o0

163

66

67

67

68

68
68
69
74
76
76

80
81

82

83

85



8.2

8.3
8.4

8.5

8.6

8.7

8.8

8.9

8.10

9.1

9.2

9.3

9.4
9.5

9.6

The definition of the fiducial volume of 1KT. It is a cylindrical region which has
aradiusof 2 mand alengthof 2m. . . ... ... .. .. ... ... ..., 90
The selection efficiency. . . . . . . . . ... L o 90
The (py,0,) two-dimensional distributions of the SciBar 1-track sample. The
area of each box is proportional to the content. The observation and the MC
expectation is compared in the fitting. . . . . . .. ... L L0000 92
The (py,0,) distributions of the SciBar 1-track sample. The topmost figure shows
the observed data, and the others are the MC simulation divided into each E,
bin, each QE and nonQE interaction. The templates are arranged in order of
increasing the corresponding neutrino energy from top to bottom, and those for
QE (nonQE) interaction are put to the left (right) side. The area of each box is

proportional to the content. . . . . . . ... Lo oL oo 95
The neutrino energy spectrum measured at the near site. The expectation with
the Beam-MC simulation is also shown. . . . .. ... ... ... ... ...... 98

The 1KT p,,0,, and q2,. distributions of the events with one reconstructed ring
identified as muon. The expectations of MC simulation with the best fit parame-

ters are shown by open histograms. The QE components in the MC simulations

are also shown by filled histograms. . . . . . . ... .. .. ... .. oL 98
The SciFip,, 0, and g2, distributions for 1-track (top), QE (middle) and nonQE (bot-
tom) event. The event selection of SciFi is described in Appendix-C. The expecta-

tions of MC simulation with the best fit parameters are shown by open histograms.

The QE components in the MC simulations are also shown by hatched histograms. 99
The SciBar p,, 6,,, and ¢2,, distributions of 1-track (top), QE (middle) and nonQE (bot-
tom) sample. The expectations of MC simulation with the best fit parameters

are shown by open histograms. The QE components in the MC simulations are

also shown by hatched histograms. . . . . . . .. ... .. ... ... ... 100
Energy spectra (left) and the far/near flux ratio (right) measured by PIMON

for K2K-Ib. The cross points with error bars show the result of the PIMON
measurement, and hatched boxes show the prediction of the Beam-MC simulation.101

Vertex distribution in Super-K. The left (right) figure shows K2K-I (K2K-II). In
the figure, the inner line shows the 22.5 kt fiducial volume and the events inside
the fiducial volume are selected. . . . . . . . . ... ... ... oL 105
The time difference distribution. Upper figure shows the HE (High Energy) trig-
gered events in 500 psec time window after the decay electron cut (solid line),
total photo-electron cut (light hatch), and fiducial volume cut (dark hatch). Lower
figure shows the HE events in £5 usec time window after the fiducial volume cut. 106
The number of observed FCFV events as a function of POT. Dots are data and
the solid line is the linear fit to the average event rate. . . . . . . .. .. ... .. 106
A typical event display of SK. . . . . . . . ... 107
The number of rings (left) and the visible energy distributions of FCFV events.
Closed circles with error bars are data, and solid lines show the MC expectation
without neutrino oscillation. Dashed (dotted) lines show the expected distribu-
tions with neutrino oscillation with Am? = 3x1073 (2x1073) eV? and sin? 20 = 1.108
The p,, (left), cos 0, (center) and E}*° (right) distributions of 1Ry events. Closed
circles with error bars are data, and solid lines show the MC expectation without
neutrino oscillation. Dashed (dotted) lines show the expected distributions with
neutrino oscillation with Am? =3x1073 (2x1073) eV? and sin?20 =1. . . . . . 108

164



10.1 Distribution of N®P for the null oscillation, when the systematic parameters
are randomly generated within their errors. The distribution is fitted with an
asymmetric Gaussian. . . . ... L L L L e

10.2 Expected E°° shape for the null oscillation. Vertical axis is arbitrary unit. The
height of boxes indicates the size of error. . . . . . . . .. ... ... o0

10.3 Contributions of various systematic errors to the reconstructed neutrino energy
spectrum. The vertical axis is the relative error of the spectrum shape. The
source of error is indicated in each plot. The blank histograms show the total
error and the filled histograms show the contribution from each source. . . . . . .

10.4 The expected number of observed FCFV events (left) and the expected E;*
distribution (right) together with the observation.. . . . . . . . ... ... .. ..

10.5 The EJ* distribution with the MC expectation with the best fit parameters (red)
and the null oscillation case (blue) for K2K-I+II (left), K2K-I (center) and K2K-
IT (right). . . o o o

10.6 Fit result for the many virtual experimental data generated at (Am?,sin?20) =
(2.76 x 1073 [eV?], 1.0). Each point shows the global best fit value for each data.
The probability of getting sin? 26 > 1.19 although the true parameter is at our
best fit value in physical region is 26.2 %. . . . . . .. .. ... L.

10.7 Allowed regions of oscillation parameters. The horizontal axis is sin® 20 and the
vertical axis is Am2. . . . . ...

10.8 The function of In£PWS — In £(Am?,sin?26) as a function of Am? (left) and

max
sin? 20 (right), in which In £P%¥ is the maximum value of £ in the physical pa-
rameter region. The sin? 26 is set to be 1.00 in the left figure and Am? is set at
2.76 x 10 3eV? in the right figure. Three horizontal lines correspond to the 68%,

90% and 99% CL intervals from the bottom. . . . . . . . . . . . . . .. ... ...

10.9 Allowed region of oscillation parameters evaluated with the normalization-only (left)

and the EJ*¢ shape-only (right). Both results allow the consistent region on the
parameters space. . . . . . . .. oLl oL e e e e e e e e e
10.10Allowed region of oscillation parameters evaluated with the partial data of K2K-
L-only (left) and K2K-II-only (right). Both data allow the consistent region on
the parameter space. . . . . . . . . ...
10.11The E}°¢ distribution with the expectation of the decay model (dashed line) and
the null decay expectation (line). . . ... ... ... .. ... ... .. ...,
10.12The E}?¢ distribution with the expectation with the decoherence model with the
best fit parameters (dashed line) and without the decoherence model (line).
10.13The function of log-likelihood difference from that at the maximum point as a

function of the energy index n. The maximum log-likelihood point is at n = 1.29.
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