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Abstract

The Standard Model is an effective theory that accurately describes nature and has successfully
explained most of the experimental results. However, some questions remain unresolved in the
Standard Model, such as the existence of the dark matter and the quadratic divergence of the Higgs
boson mass. Supersymmetry, a symmetry between fermions and bosons, is a theoretical extension
of the Standard Model that may resolve these problems by introducing a new superpartner for
each Standard Model particle. In particular, it can solve the hierarchy problem when the mass
of the higgsinos, superpartners of the Higgs boson, is close to the electroweak scale. Collider
experiments have attempted searches for light higgsinos in the region where the mass difference
between charged and neutral higgsinos is O(100) MeV, but a sensitivity gap remains. The
mass difference between higgsinos depends strongly on the masses of wino and bino, which are
superpartners of the electroweak gauge bosons. The sensitivity gap corresponds to wino and bino
masses between 10 and 100 TeV and is difficult to probe by existing collider searches.

This thesis describes a search for higgsinos with compressed mass spectra of O(100) MeV using
140 fb−1 of

√
𝑠 = 13 TeV proton-proton collision data collected by the ATLAS detector. In the

compressed mass region, the charged higgsino (“chargino”) has the largest branching ratio for
decaying to a single pion and the lightest neutral higgsino (“neutralino”). Neutralinos do not
interact with the detector and are identified as missing transverse momentum. Tracks produced
by charged particles are characterized by low momentum. However, they are produced at a
small distance from the interaction point due to the relatively long lifetime of the chargino in
the compressed mass region. Therefore, requiring tracks with significant impact parameters can
reduce background events and significantly increase sensitivity.

A dedicated event selection is applied to define two regions, maximizing the signal-to-noise ratio
to conduct the counting experiment. The number of data observed in the two signal regions, with
35 and 15 events, and the number predicted from the Standard Model were consistent within the
uncertainty. This search sets a 95% CL limit on the higgsino mass as a function of the mass
difference. In the mass difference region of 0.3 – 1.0 GeV, the higgsino mass was excluded up
to approximately 170 GeV, extending the mass reach significantly beyond the LEP results of
approximately 90 GeV. As a result, this analysis excluded a range of wino and bino masses
between 10 and 100 TeV, with a higgsino mass of 100 GeV.
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Chapter 1
Introduction

The Standard Model (SM) of particle physics is the best theory we have to date describing the
elementary particles that constitute matter, as well as their interactions. Despite its remarkable
success, the SM suffers from some outstanding problems, such as the quadratic divergence of
the Higgs boson mass [1, 2] and the existence of dark matter [3–6]. While a number of theories
attempt to address these problems, supersymmetry (SUSY) [7–12] is a highly attractive theoretical
framework that has the potential to solve multiple problems simultaneously. In addition, SUSY
has the advantageous feature of unifying interactions at high-energy scales, making it a compelling
candidate for the theory of everything among various theoretical frameworks.

The SUSY theory introduces new particles called “superpartners” that differ in spin by 1/2 from
each SM particle. Thanks to the opposite polarity of the loop contribution, this successfully
eliminates the quadratic divergence term of the Higgs boson mass. Since higgsinos, superpartners
of the Higgs bosons, are closely related to the electroweak symmetry breaking scale, they
can be probed within the mass reach of the Large Hadron Collider (LHC). If 𝑅-parity [13] is
conserved, a light higgsino can be a candidate for dark matter because it is an electromagnetically
neutral and stable particle. In the SUSY theory, superpartners of electroweak gauge bosons
are referred to as electroweak gauginos. Higgsinos and electroweak gauginos are mixed as a
result of electroweak symmetry breaking, forming mass eigenstates called “electroweakinos”.
Electroweakinos with neutral charge are referred to as “neutralinos” denoted as 𝜒̃0

𝑖
(𝑖 = 1, 2, 3, 4)

which arise from the mixing of neutral higgsinos (𝐻̃0
𝑢, 𝐻̃

0
𝑑
) and gauginos (𝐵̃0, 𝑊̃0). Similarly,

“charginos” denoted as 𝜒̃±
𝑖
(𝑖 = 1, 2) are charged electroweakinos that result from the mixing

of charged higgsinos (𝐻̃+
𝑢 , 𝐻̃

−
𝑑

) and gauginos (𝑊̃±). The masses of higgsinos and electroweak
gauginos before the mixing determine the mass spectrum of charginos and neutralinos [14].
When higgsinos are sufficiently lighter than electroweak gauginos, they have a mass spectrum
where the lightest chargino and two neutralinos are nearly degenerate. When the electroweak
gauginos are sufficiently massive (> O(10) TeV), the mass difference between the two neutralinos,
Δ𝑚( 𝜒̃0

2 , 𝜒̃
0
1), vanishes. To the contrary, the mass difference between the lightest chargino and

neutralino, Δ𝑚( 𝜒̃±1 , 𝜒̃
0
1), maintains a mass difference of 250 – 400 MeV through the radiative

corrections. When the electroweak gaugino mass is as light as < O(1) TeV, the mass difference
can run up to O(1) GeV.
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Figure 1.1: Existing experimental con-
straints on the higgsino states with com-
pressed mass spectra, established by the
ATLAS experiment. The dashed gray
line shows the mass difference caused
by the radiation in the case of pure
higgsino. The exclusion limit is estab-
lished for mass differences larger than
1.5 GeV through the soft lepton ana-
lysis [17, 18] (blue). The disappearing
track analysis [15] (orange) has set a
limit to the regime with mass differ-
ences below 400 MeV. There exists a
sensitivity gap between the two analyses,
which has been covered up to 90 GeV
by LEP experiments [20]. The figure is
taken from Ref. [22].
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At the LHC, electroweakinos are produced in pairs if 𝑅-parity is conserved. The pair-produced
electroweakinos decay into two neutralinos and additional decay products depending on the
mass spectrum of electroweakinos. The LHC has explored regions with compressed mass
spectra using two methods based on the type of additional decay products and the chargino
lifetime. As the mass difference decreases, the chargino lifetime increases because the available
phase space for the chargino decay becomes limited. For regions with small mass differences
(Δ𝑚( 𝜒̃±1 , 𝜒̃

0
1) ≈ 250 – 400 MeV), the disappearing track signature has been used to search for

regions with long chargino lifetimes of O(0.1 – 10) ns [15, 16]. On the other hand, regions
with large mass differences (Δ𝑚( 𝜒̃0

2 , 𝜒̃
0
1) ≳ 2 GeV) have been searched by identifying the two

prompt leptons produced by the decay of the second lightest neutralino [17–19]. Although these
two analyses provide strong constraints on higgsinos with compressed mass spectra, there is
an evident sensitivity “gap” for higgsinos in the range of Δ𝑚( 𝜒̃±1 , 𝜒̃

0
1) ≈ 0.3 – 1.0 GeV, where

the most stringent constraints still originate from the Large Electron-Positron Collider (LEP)
experiments [20]. Figure 1.1 illustrates exclusion limits set by analyses targeting the compressed
higgsino states in the ATLAS and LEP experiments. In this mass difference region, the electroweak
gaugino mass is relatively heavy, which results in very small couplings of higgsinos to nuclei.
As a result, this region is challenging to search even through the direct dark matter detection
experiments [21].

The primary objective of this thesis is to explore this previously unprobed model space at the LHC
through a novel analysis approach. As illustrated in Figure 1.2, in the Δ𝑚( 𝜒̃±1 , 𝜒̃

0
1) ≈ 0.3 – 1.0 GeV

region where the sensitivity gap remains, chargino has a relatively long lifetime of O(1 – 10) ps
and decays mainly to pions at a distance of about O(0.1 – 1) mm from the interaction point. This
results in tracks characterized by finite displacements from the hard-scattering vertex, as illustrated
in Figure 1.3. The displacement of tracks is measured accurately with the ATLAS detector.
Therefore, although prompt decays in proton-proton collisions generate many low-momentum
tracks, we can identify pion tracks originating from the chargino decays by requiring significant
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Figure 1.2: The masses and life-
times of metastable particles in
the SM. The gray region in-
dicates the lifetime range of
detector-prompt and detector-
stable particles. Detector-prompt
particles are defined as those that
decay near the interaction point. In
contrast, detector-stable particles
do not decay until they reach the
outside of the detector. The red
region represents the chargino life-
time at the mass differences we
intend to investigate in this thesis.
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Figure 1.3: Schematics of the mildly-displaced track signature. The schematic on the left-hand side
illustrates a neutralino and pion passing through the tracking detector, which is shown in gray. The
neutralino, indicated by a dotted gray line, has only weak interactions and cannot be detected. The right
side is a magnified view of the center of the detector, showing the reconstruction of the pion as a track with
significant displacement due to the relatively long lifetime of the chargino.

displacement. On the other hand, the lifetime of the chargino is so short that it decays before
reaching the innermost layer of the ATLAS detector in the target mass difference region. Therefore,
the impact parameter of pion tracks is relatively mild compared to that of the pion track in the
mass difference region targetted by the disappearing track analysis. Throughout this thesis, tracks
with significant displacement are referred to as “mildly-displaced tracks”. As can be seen in
Figure 1.2, some of the SM particles have lifetimes similar to those of the chargino, and methods
for reducing and estimating these backgrounds are crucial for extending the sensitivity. This
thesis describes a search method using a “mildly-displaced track” signature, followed by methods
to estimate SM particles with relatively long lifetimes that appear as background events.
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In Chapter 2, we will provide the details of the theoretical aspects of the SM and SUSY. We
examine the underlying principles and concepts behind both theories, including their implications
for particle physics. In addition, we will discuss the phenomenology of SUSY and explore the
constraints imposed by various experiments.

Chapter 3 provides an overview of the LHC and the ATLAS detector, followed by a detailed
description of the data collected and the Monte Carlo (MC) simulations in Chapter 4. Chapter 5
describes the algorithms for reconstructing the particles generated from the proton-proton
collisions.

In Chapter 6, the analysis strategy for this search is first described. The selection applied to the
reconstructed particles is then discussed, which aims to maximize the sensitivity. This selection
includes the criteria used to define mildly-displaced tracks, which is essential to this analysis. As
measuring particle displacement with accuracy is crucial to this study, an examination of relevant
parameters and resolutions related to displacement is also addressed.

Chapter 7 provides detailed information on the primary background and the strategy used to
estimate background yields. Different estimation methods have been used for different background
processes, and this chapter discusses them in detail. In addition, the methods used to validate
these estimation strategies are presented, followed by the results of the validation procedure.

The estimation of background yields must also consider systematic uncertainties associated with
the reconstruction algorithms and the estimation strategies. Therefore, Chapter 8 discusses the
systematic uncertainties considered for the background and the signal processes.

In Chapter 9, we present the results of this analysis obtained by comparing the estimated
number of background events with the actual data observed. The absence of anomalous data
excess allows one to set constraints on the electroweakino masses, which will be discussed in
Chapter 10. Furthermore, we explore possible future sensitivity improvements in this analysis
while considering detector upgrades planned for the future data-taking periods. Finally, Chapter 11
presents a summary of the conclusions derived from the results of this analysis.
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Chapter 2
Theoretical Background

This chapter describes the theoretical background of the Standard Model (SM) and the super-
symmetry (SUSY). A brief overview of the SM is provided in Section 2.1, followed by the
description of its inherent problems in Section 2.1.2. Section 2.2 briefly describes SUSY and with
a particular focus on the Minimal Supersymmetric Standard Model (MSSM) [23, 24], the minimal
SUSY extension of the SM. Section 2.3 describes the phenomenology relevant to higgsinos, and
Section 2.4 summarizes the limits imposed by various experiments. Finally, details of the target
signal models are provided in Section 2.5.

2.1 The Standard Model

2.1.1 Overview

The SM consists of 17 types of elementary particles, categorized into fermions and bosons, as
shown in Figure 2.1. Fermions, with half-integer spins, consist of six types of quarks and leptons
in three generations. In contrast, bosons, characterized by integer spins, can be classified into two
categories: gauge bosons with spin 1, serving as mediators of interaction, and the Higgs boson
(𝐻) with spin 0, responsible for giving mass to particles. The SM particles and interactions are
described by the quantum field theory, and the Lagrangian in which the SM structure is encoded
is invariant under Lorentz and gauge transformations. The three interactions described in the
following appear from the gauge invariance of the SM under the 𝑆𝑈 (3)𝐶 × 𝑆𝑈 (2)𝐿 × 𝑈 (1)𝑌
gauge transformation.

Gluons (𝑔) mediate the strong interaction within Quantum Chromodynamics (QCD), described
by the 𝑆𝑈 (3)𝐶 gauge group. The interaction takes place between particles that carry color
charges. The QCD theory has been established through the thorough studies of the deep inelastic
scattering of electrons and protons in electron-proton colliders such as the HERA accelerator at
DESY [25–27].

17



R
/G
/B

2/3

1/2

2.3 MeV

up

u

R
/G
/B

−1/3

1/2

4.8 MeV

down

d
−1

1/2

511 keV

electron

e

1/2

< 2 eV

e neutrino

νe

R
/G
/B

2/3

1/2

1.28 GeV

charm

c

R
/G
/B

−1/3

1/2

95 MeV

strange

s

−1

1/2

105.7 MeV

muon

µ

1/2

< 190 keV

µ neutrino

νµ

R
/G
/B

2/3

1/2

173.2 GeV

top

t
R
/G
/B

−1/3

1/2

4.7 GeV

bottom

b
−1

1/2

1.777 GeV

tau

τ

1/2

< 18.2 MeV

τ neutrino

ντ
±1

1

80.4 GeV

W±
1

91.2 GeV

Z

1
photon

γ

color

1
gluon

g

0

125.1 GeV

Higgs

H
stro

n
g
n
u
clear

force
(color)

electrom
agn

etic
force

(ch
arge)

w
eak

n
u
clear

force
(w

eak
isosp

in
)

charge

colors
mass

spin

6
q
u
ark

s
(+

6
a
n
ti-q

u
a
rk
s)

6
lep

ton
s

(+
6
an

ti-lep
ton

s)

12 fermions
(+12 anti-fermions)
increasing mass →

5 bosons
(+1 opposite charge W )

standard matter unstable matter force carriers
Goldstone
bosons

1st 2nd 3rd generation

Figure 2.1: Particles constituting the SM. The figure summarizes the spin-1/2 fermions that constitute
matter, the spin-1 gauge bosons that mediate interactions between fermions and gauge bosons, and the
spin-0 Higgs bosons that give mass to particles. The figure is taken from Ref. [35].

Weak bosons (𝑊, 𝑍) and photons (𝛾) mediate weak and electromagnetic interactions, described
by the 𝑆𝑈 (2)𝐿 ×𝑈 (1)𝑌 gauge group. The weak interaction is characterized by short-distance
interactions due to the heavy mass of the weak bosons. The electroweak theory was experimentally
verified through the precision measurement of 𝑍 and𝑊 bosons at the SLC [28], LEP [29], and
Tevatron [30].

As described above, the interactions are successfully described by gauge invariance and agree
well with experimental results. However, the mass terms of gauge bosons and fermions violate
the gauge invariance and, therefore, are required to be precisely zero. The Brout-Englert-Higgs
(BEH) mechanism [31, 32] was proposed to solve this problem. This mechanism introduces the
kinetic energy and potential terms of the 𝑆𝑈 (2) doublet composed of complex scalar fields into
the SM Lagrangian. While the gauge invariance is preserved at the Lagrangian level, the non-zero
vacuum expectation value in the group state allows the gauge bosons and fermions to gain mass
through the interactions with the Higgs field.

In 2012, the Higgs boson was discovered by ATLAS [33] and CMS [34], bringing together all the
particles that are predicted by the SM. While the SM has been a successful and elegant theory
that has explained many experimental observations, some problems remain unresolved by the SM,
as described in the following section.
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2.1.2 Remaining problems of the Standard Model

Quadratic Divergence of the Higgs boson mass The bare mass of spin-0 particles (the Higgs
boson in the SM) undergo significant quantum corrections from particles that couple directly or
indirectly. The contribution from the loops involving a Dirac fermion 𝑓 is expressed by

Δ𝑚2
𝐻 = −

��𝜆 𝑓

��2
8𝜋2 Λ2

UV + . . . , (2.1)

where the Lagrangian term is written as −𝜆 𝑓𝐻 𝑓 𝑓 . The 𝑚2
𝐻

is the Higgs boson mass, ΛUV is an
ultraviolet cutoff scale, interpreted as the energy scale where new physics starts to modify the
behavior of the theory. When ΛUV reaches the Planck scale (𝑀𝑃 ∼ 1018 GeV), Δ𝑚2

𝐻
reaches

∼ O(1036) GeV and a precise cancelation must occur for all orders of perturbation to achieve the
electroweak scale mass. In the case of fermions and gauge bosons, only logarithmic divergence
arises, whereas quadratic divergence is absent because of the chiral and gauge symmetries.

Dark matter Numerous astrophysical observations have suggested the existence of dark matter:
measurement of the galaxy rotation curves [3, 4], gravitational lensing effects [5], bullet clusters [6]
and so on. The Λ−CDM model introduces dark matter with negligible velocity compared to the
speed of light in terms of galaxy structure formation. Observations suggest that dark matter must
be electromagnetically close-to-neutral and only interact with ordinary matter weakly through
weak interaction and gravity. In order to produce dark matter of this nature, the “freeze-out”
mechanism is commonly considered. During the early universe, dark matter was in thermal
equilibrium with the particles in the SM. As the universe expanded and reached the energy scale
less than the mass of dark matter, the production of dark matter became kinematically forbidden.
With the continued expansion of the universe, the number density of dark matter decreased,
resulting in small annihilation rates. At the freeze-out temperature, when the annihilation rate
becomes lower than the expansion rate of the universe, the number of dark matter particles no
longer changes. The dark matter density at the freeze-out temperature is called the “relic density”.
The latest measured relic density reported by Plank [36] is

Ωcℎ
2 = 0.1200 ± 0.0012, (2.2)

where ℎ is the reduced Hubble constant and Ωc is the dark matter density. Note that neutrinos
cannot be a good dark matter candidate in spite of their charge-neutrality and non-zero mass since
their light mass means they are relativistic and cannot form the large-scale structures of galaxies.
Therefore, no SM particle is eligible as a good candidate for dark matter.
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2.2 The Minimal Supersymmetric Standard Model

2.2.1 Overview

SUSY is an attractive theoretical framework that addresses unresolved phenomena not explained
by the SM. It introduces a symmetry between fermions and bosons that transforms SM particles
into new particles with a spin differing by 1/2, referred to as “superpartners”. The fields of the
SM particles and their superpartners form multiplets, referred to as “supermultiplets”, which are
the irreducible representation of the SUSY algebra.

The MSSM is derived from the minimal extension of the SM by adding one superpartner to each
SM particle and two Higgs doublets. To ensure the cancelation of gauge anomalies arising from
fermion loops, the sum of the 𝑈 (1)𝑌 hypercharge of fermions must be zero. A single Higgs
doublet would introduce new fermion superpartners, breaking the cancelation. Therefore, two
Higgs doublets with opposite𝑈 (1)𝑌 hypercharge need to be introduced to maintain the cancelation
of gauge anomalies. Each Higgs doublet provides mass to up- and down-type quarks, known as
up- and down-type Higgs. The up-type and down-type Higgs acquire vacuum expectation values
after the spontaneous symmetry breaking. The ratio of the vacuum expectation value is defined
as

tan 𝛽 ≡
〈
𝐻0

𝑢

〉
/
〈
𝐻0

𝑑

〉
. (2.3)

The extension introduces a minimal number of new particles and interactions, which will be
described below. Furthermore, we will explain how the introduction of MSSM resolves the issues
in the SM, as mentioned in Section 2.1.2.

Particles in the MSSM Each SUSY particle is denoted by an additional tilde (∼) to the
corresponding SM particle. The superpartners of fermions, “sfermions”, are indicated by adding
“s (scalar)” in front of each SM particle. Sfermions include “squarks” and “sleptons”, which are
superpartners of quarks and leptons, respectively. Each left-handed fermion ( 𝑓𝐿) and right-handed
fermion ( 𝑓𝑅) form a supermultiplet, resulting in the superpartners for both chiralities, denoted as
𝑓𝐿 and 𝑓𝑅. The subscripts 𝐿 and 𝑅 for the sfermions indicate the chirality of the corresponding
fermion, while the sfermions themselves are spin-0 particles. The superpartners of bosons,
referred to as “gauginos”, are denoted by adding “-ino” as a suffix to each SM particle.

The SM particles and their superpartners are organized into two types of supermultiplets: “chiral
supermultiplets” and “vector supermultiplets”. Chiral supermultiplets consist of spin-1/2 fermions
or spin-0 Higgs bosons along with their superpartners, as presented in Table 2.1. Vector
supermultiplets, on the other hand, comprise spin-1 gauge bosons and their superpartners, as
given in Table 2.2.
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Table 2.1: Chiral supermultiplets in the MSSM.

Names spin 0 spin 1/2 𝑆𝑈 (3)𝐶 , 𝑆𝑈 (2)𝐿 ,𝑈 (1)𝑌

squarks, quarks
(×3 generations )

𝑄
(
𝑢̃𝐿 𝑑𝐿

)
(𝑢𝐿 𝑑𝐿)

(
3, 2, 1

6

)
𝑢̄ 𝑢̃∗

𝑅 𝑢
†
𝑅

(
3, 1,−2

3

)
𝑑 𝑑∗

𝑅 𝑑
†
𝑅

(
3, 1, 1

3

)
sleptons, leptons
(×3 generations )

𝐿 (𝜈̃ 𝑒𝐿) (𝜈 𝑒𝐿)
(
1, 2,−1

2

)
𝑒 𝑒∗

𝑅 𝑒
†
𝑅

(1, 1, 1)

Higgs, higgsinos 𝐻𝑢

(
𝐻+

𝑢 𝐻
0
𝑢

) (
𝐻̃+

𝑢 𝐻̃
0
𝑢

) (
1, 2, + 1

2

)
𝐻𝑑

(
𝐻0

𝑑
𝐻−

𝑑

) (
𝐻̃0

𝑑
𝐻̃−

𝑑

) (
1, 2,−1

2

)
Table 2.2: Vector supermultiplets in the MSSM.

Names spin 1/2 spin 1 𝑆𝑈 (3)𝐶 , 𝑆𝑈 (2)𝐿 ,𝑈 (1)𝑌
Gluino, gluon 𝑔̃ 𝑔 (8, 1, 0)

Wino,𝑊 bosons 𝑊̃±, 𝑊̃0 𝑊±,𝑊0 (1, 3, 0)
Bino, 𝐵 boson 𝐵̃0 𝐵0 (1, 1, 0)
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Figure 6.4: Some of the supersymmetric (scalar)3 couplings proportional to µ∗yt, µ∗yb, and µ∗yτ .
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an important role in determining the mixing of top squarks, bottom squarks, and tau sleptons, as we
will see in section 8.4.

6.2 R-parity (also known as matter parity) and its consequences

The superpotential eq. (6.1.1) is minimal in the sense that it is sufficient to produce a phenomenolog-
ically viable model. However, there are other terms that one can write that are gauge-invariant and
holomorphic in the chiral superfields, but are not included in the MSSM because they violate either
baryon number (B) or total lepton number (L). The most general gauge-invariant and renormalizable
superpotential would include not only eq. (6.1.1), but also the terms

W∆L=1 =
1

2
λijkLiLjek + λ′ijkLiQjdk + µ′iLiHu (6.2.1)

W∆B=1 =
1

2
λ′′ijkuidjdk (6.2.2)

where family indices i = 1, 2, 3 have been restored. The chiral supermultiplets carry baryon number
assignments B = +1/3 for Qi; B = −1/3 for ui, di; and B = 0 for all others. The total lepton number
assignments are L = +1 for Li, L = −1 for ei, and L = 0 for all others. Therefore, the terms in
eq. (6.2.1) violate total lepton number by 1 unit (as well as the individual lepton flavors) and those in
eq. (6.2.2) violate baryon number by 1 unit.

The possible existence of such terms might seem rather disturbing, since corresponding B- and
L-violating processes have not been seen experimentally. The most obvious experimental constraint
comes from the non-observation of proton decay, which would violate both B and L by 1 unit. If both
λ′ and λ′′ couplings were present and unsuppressed, then the lifetime of the proton would be extremely
short. For example, Feynman diagrams like the one in Figure 6.5† would lead to p+ → e+π0 (shown)
or µ+π0 or ν̄π+ or ν̄K+ etc. depending on which components of λ′ and λ′′ are largest.‡ Also, diagrams

†In this diagram and others below, the arrows on propagators are often omitted for simplicity, and external fermion
labels refer to physical particle states rather than 2-component fermion fields.

‡The coupling λ′′ must be antisymmetric in its last two flavor indices, since the color indices are combined antisym-
metrically. That is why the squark in Figure 6.5 can be s̃ or b̃, but not d̃, for u, d quarks in the proton.

58

Figure 2.2: Diagram of a proton decay mediated by a strange squark. The diagram is induced by 𝑅-parity
violating couplings. The figure is taken from Ref. [14].

𝑹-parity When constructing the Lagrangian of the MSSM, it is possible to include terms that
violate a discrete symmetry called “𝑅-parity”. The 𝑅-parity is defined as 𝑅 = (−1)3(𝐵−𝐿)+2𝑠,
where 𝐵 and 𝐿 are the baryon and lepton numbers, and 𝑠 is the spin of the particle. The 𝑅-parity of
SM particles is +1, while the SUSY particles have an 𝑅-parity of -1. If the 𝑅-parity is conserved,
an even number of SUSY particles is produced by collision of SM particles. In general, 𝑅-parity
violating terms are not prohibited but lead to rapid proton decays, as shown in Figure 2.2. This
tends to be in tension with the limit set by experiments. Another consequence of the conservation
of 𝑅-parity is that the lightest SUSY particle (LSP) cannot decay and remains stable, making it a
viable candidate for dark matter. In this thesis, we assume that 𝑅-parity is conserved.
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Figure 2.3: Renormalization group evolution of
the inverse gauge couplings 𝛼−1

𝑎 (𝑄) (𝑎 = 1, 2, 3),
calculated up to two-loop effects. The dot-
ted (solid) lines show the evolution in the SM
(MSSM). In the MSSM case, the sparticle masses
are treated as a common threshold varied between
750 GeV and 2.5 TeV, and 𝛼3 (𝑚𝑍 ) is varied
between 0.117 and 0.120. The figure is taken
from Ref. [14].

Figure 6.8: Two-loop renormal-
ization group evolution of the
inverse gauge couplings α−1

a (Q)
in the Standard Model (dashed
lines) and the MSSM (solid
lines). In the MSSM case, the
sparticle masses are treated as
a common threshold varied be-
tween 750 GeV and 2.5 TeV,
and α3(mZ) is varied between
0.117 and 0.120.
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6.5 Renormalization Group equations for the MSSM

In order to translate a set of predictions at an input scale into physically meaningful quantities that
describe physics near the electroweak scale, it is necessary to evolve the gauge couplings, superpotential
parameters, and soft terms using their renormalization group (RG) equations. This ensures that the
loop expansions for calculations of observables will not suffer from very large logarithms.

As a technical aside, some care is required in choosing regularization and renormalization procedures
in supersymmetry. The most popular regularization method for computations of radiative corrections
within the Standard Model is dimensional regularization (DREG), in which the number of spacetime
dimensions is continued to d = 4 − 2ϵ. Unfortunately, DREG introduces a spurious violation of su-
persymmetry, because it has a mismatch between the numbers of gauge boson degrees of freedom and
the gaugino degrees of freedom off-shell. This mismatch is only 2ϵ, but can be multiplied by factors
up to 1/ϵn in an n-loop calculation. In DREG, supersymmetric relations between dimensionless cou-
pling constants (“supersymmetric Ward identities”) are therefore not explicitly respected by radiative
corrections involving the finite parts of one-loop graphs and by the divergent parts of two-loop graphs.
Instead, one may use the slightly different scheme known as regularization by dimensional reduction,
or DRED, which does respect supersymmetry [113]. In the DRED method, all momentum integrals
are still performed in d = 4 − 2ϵ dimensions, but the vector index µ on the gauge boson fields Aa

µ

now runs over all 4 dimensions to maintain the match with the gaugino degrees of freedom. Running
couplings are then renormalized using DRED with modified minimal subtraction (DR) rather than
the usual DREG with modified minimal subtraction (MS). In particular, the boundary conditions at
the input scale should presumably be applied in a supersymmetry-preserving scheme like DR. One
loop β-functions are always the same in these two schemes, but it is important to realize that the MS
scheme does violate supersymmetry, so that DR is preferred† from that point of view. (The NSVZ
scheme [118] also respects supersymmetry and has some very useful properties, but with a less obvious
connection to calculations of physical observables. It is also possible, but not always very practical, to

†Even the DRED scheme may not provide a supersymmetric regulator, because of either ambiguities or inconsistencies
(depending on the precise method) appearing at five-loop order at the latest [114]. Fortunately, this does not seem to
cause practical difficulties [115, 116]. See also ref. [117] for an interesting proposal that avoids doing violence to the
number of spacetime dimensions.
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Grand Unification The introduction of SUSY brings a significant advantage of unifying the
coupling constants of strong, weak, and electromagnetic interactions at high-energy scales. The
coupling constant varies with the energy scale due to the running effect from the renormalization,
which is described by the renormalization group equation (RGE). When SUSY is introduced, the
number of particles coupled to the gauge boson increases, which enhances the contribution of the
loop effects to the couplings. While there is no energy scale at which the three coupling constants
have the same value in the SM, the introduction of superpartners changes the coefficients of the
RGE and unifies the coupling constant at a scale of 𝑀𝑈 ∼ 1.5 × 1016 GeV in the presence of
SUSY particles of around O(1) TeV, as shown in Figure 2.3.

Soft SUSY breaking SUSY must be broken, since no SUSY particles are discovered at the
mass of the SM partners. Additional terms are introduced to the MSSM Lagrangian to break
SUSY explicitly. Only soft terms, which do not involve terms with dimensionless couplings, are
introduced to maintain the cancellation of the quadratic divergences of the Higgs boson mass.
The most general soft terms are described as [14]

LMSSM
soft = − 1

2
(
𝑀3𝑔̃𝑔̃ + 𝑀2𝑊̃𝑊̃ + 𝑀1𝐵̃𝐵̃ + c.c.

)
−

(
˜̄𝑢au𝑄̃𝐻𝑢 − ˜̄𝑑ad𝑄̃𝐻𝑑 − ˜̄𝑒ae 𝐿̃𝐻𝑑 + c.c.

)
− 𝑄̃†m2

Q𝑄̃ − 𝐿̃†m2
L 𝐿̃ − ˜̄𝑢m2

u
˜̄𝑢† − ˜̄𝑑m2

d
˜̄𝑑† − ˜̄𝑒m2

e
˜̄𝑒†

− 𝑚2
𝐻𝑢
𝐻∗

𝑢𝐻𝑢 − 𝑚2
𝐻𝑑
𝐻∗

𝑑𝐻𝑑 − (𝑏𝐻𝑢𝐻𝑑 + c.c.) .

(2.4)

The first line consists of the terms of the gaugino mass where 𝑀1, 𝑀2, and 𝑀3 represent the bino,
wino, and gluino mass, respectively. The second line introduces trilinear scalar couplings, which
correspond to the Yukawa couplings in the MSSM, where ai(𝑖 = 𝑢, 𝑑, 𝑒) is a 3 × 3 matrix in
family space. The remaining lines represent the scalar mass terms, where m2

i (𝑖 = 𝑄, 𝐿, 𝑢̄, 𝑑, 𝑒) is
a 3 × 3 matrix in family space and 𝑏 is the bilinear scalar coupling.
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2.2.2 Solutions to the problems of the Standard Model

Quadratic Divergence of the Higgs boson mass If the Lagrangian includes a heavy complex
scalar particle 𝑆, where the Lagrangian term is described as −𝜆𝑆 |𝐻 |2 |𝑆 |2, the Higgs boson receives
additional quantum corrections described as

Δ𝑚2
𝐻 =

𝜆𝑆

16𝜋2

[
Λ2

UV − 2𝑚2
𝑆 ln (ΛUV/𝑚𝑆) + . . .

]
, (2.5)

where 𝑚2
𝑆

is the mass of the scalar particles. In the MSSM, Equations 2.1 and 2.5 cancel, leaving
the O(logΛUV) term by the introduction of two scalar partners ( 𝑓𝐿 and 𝑓𝑅) for each SM fermion
( 𝑓 ).

At the tree level, the Higgs boson mass is bounded by 𝑚ℎ0 < 𝑚𝑍 | cos(2𝛽) | [14] and a radiative
correction of a total of a few hundred of GeV is required to elevate the Higgs boson mass to
125 GeV. The most significant one-loop level quantum correction to the Higgs boson mass arises
from loops with top and stop particles. A large value of tan 𝛽 (tan 𝛽 ≫ 1) is preferred to resolve
the problem of the quadratic divergence of the Higgs boson mass without precise tuning of the
parameters in the MSSM. If tan 𝛽 ∼ 1, the Higgs boson mass, expressed as 𝑚𝑍 | cos(2𝛽) | at the
tree level, requires significant radiative corrections to explain the observed Higgs boson mass.
The stop mass must be larger to achieve the required radiative correction, requiring a more precise
tuning of the stop mass to satisfy the necessary correction. A small value of tan 𝛽 (tan 𝛽 ≪ 1)
raises the Higgs boson mass to the 𝑍 boson mass at the tree level. However, the up-type Yukawa
couplings become non-perturbatively large since the couplings are inversely proportional to the
vacuum expectation value of the up-type Higgs from the relation 𝑚𝑡 = 𝑦𝑡𝜐𝑢 = 𝑦𝑡𝜐 sin 𝛽.

Dark matter In the MSSM, the LSP is a stable and weakly interacting particle, making it a
viable candidate for dark matter. In most cases, we consider the neutralino as the LSP. The masses
that can explain the relic density significantly vary based on the combination of bino, wino, and
higgsinos. To realize the observed relic density, the mass of the Higgsino (Wino)-like LSP need to
be around 1(3) TeV. Figure 2.4 illustrates the relation between the neutralino mass and the relic
density for each LSP type obtained from the phenomenological MSSM (pMSSM) scan. If the
Higgsino (Wino)-like LSP does not make up all of dark matter, its mass can be below 1(3) TeV.
The annihilation cross-section of Bino-like LSP tends to be too small due to the helicity-suppressed
annihilation of Majorana particles into fermions [37, 38] and the vanishing interaction with the
SM particles when sleptons and squarks are heavy, resulting in an overabundant relic density.
Therefore, models with a realistic Bino-like LSP dark matter must have additional mechanisms to
enhance the annihilation cross-section, as discussed in Appendix A.2.
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Figure 2.4: Scatter plot of the neutralino mass
points that pass through the pMSSM scan and the
resulting relic density. The pMSSM reduces the
number of parameters in the MSSM to 19 para-
meters through phenomenological constraints.
A scan on the parameters of the pMSSM has
been performed using external constraints, such
as electroweak precision measurements, flavour
physics searches, and direct dark matter detection
searches. The horizontal dashed line corresponds
to the observed relic density. The color of each
point corresponds to the type of particle that con-
stitutes the neutralino. The figure is taken from
Ref. [39].

2.3 Phenomenology of the electroweak sector of the MSSM

2.3.1 Electroweakinos

As discussed in Chapter 1, higgsinos (𝐻̃), bino (𝐵̃), and wino (𝑊̃) are mixed to form mass
eigenstates called electroweakinos. The neutralino mass term in the MSSM Lagrangian is
described as

Lneutralino mass = −1
2

(
𝜓0

)𝑇
M𝑁̃𝜓

0 + c.c., (2.6)

where 𝜓0 = (𝐵̃, 𝑊̃0, 𝐻̃0
𝑑
, 𝐻̃0

𝑢) is the gauge-eigenstate basis. The neutralino mixing matrix M𝑁̃

describes the mixing between the neutral gauginos and higgsinos, defined as

M𝑁̃ =

©­­­«
𝑀1 0 −𝑐𝛽𝑠𝑊𝑚𝑍 𝑠𝛽𝑠𝑊𝑚𝑍

0 𝑀2 𝑐𝛽𝑐𝑊𝑚𝑍 −𝑠𝛽𝑐𝑊𝑚𝑍

−𝑐𝛽𝑠𝑊𝑚𝑍 𝑐𝛽𝑐𝑊𝑚𝑍 0 −𝜇
𝑠𝛽𝑠𝑊𝑚𝑍 −𝑠𝛽𝑐𝑊𝑚𝑍 −𝜇 0

ª®®®¬ , (2.7)

where 𝜇 represents the higgsino mass parameter, 𝜃𝑊 is the Weinberg angle (𝑐𝑊 ≡ cos 𝜃𝑊 , 𝑠𝑊 ≡
sin 𝜃𝑊 ), and 𝛽 is defined by the ratio of the two vacuum expectation values of the up- and
down-type Higgs (𝑐𝛽 ≡ cos 𝛽, 𝑠𝛽 ≡ sin 𝛽).

The chargino mass term in the MSSM Lagrangian is described as

Lchargino mass = −1
2

(
𝜓±)𝑇 M𝐶̃𝜓

± + c.c., (2.8)
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where 𝜓± = (𝑊̃+, 𝐻̃+
𝑢 , 𝑊̃

−, 𝐻̃−
𝑑
) is the gauge-eigenstate basis. The chargino mixing matrix M𝐶̃

describes the mixing between charged gauginos and higgsinos, defined as

M𝐶̃ =

(
0 X𝑇

X 0

)
,with X =

(
𝑀2

√
2𝑠𝛽𝑚𝑊√

2𝑐𝛽𝑚𝑊 𝜇

)
. (2.9)

2.3.2 Light Higgsino Scenario

In the MSSM, the following equation holds by requiring minimization of the Higgs potential [40].

−
𝑚2

𝑍

2
= |𝜇 |2 −

𝑚2
𝐻𝑑

− 𝑚2
𝐻𝑢

tan2 𝛽

tan2 𝛽 − 1
(2.10)

It is evident from this equation that 𝜇 must not be too large in comparison to the electroweak
scale, which we refer to as “electroweak naturalness” [40, 41]. In this thesis, we consider the
higgsino LSP scenario, where |𝜇 | is close to the electroweak scale motivated by naturalness.

2.3.3 Mass difference between the higgsino-like mass eigenstates

Motivated by electroweak naturalness and dark matter, this thesis targets a higgsino LSP with
a mass approximately at the electroweak scale. When the wino and bino mass is decoupled
with the higgsino mass (|𝜇 | ≪ 𝑀1, 𝑀2), the lightest chargino and neutralinos form compressed
mass spectra, as illustrated in Figure 2.5. The mass difference between the two light neutralinos,
denoted as Δ𝑚0 ≡ 𝑚( 𝜒̃0

2) − 𝑚( 𝜒̃0
1), is induced by mixing with bino or wino [42–45] and can be

expressed as

Δ𝑚0 ≃ 𝑚2
𝑍

�����𝑐2
𝑊

𝑀2
+
𝑠2
𝑊

𝑀1

����� . (2.11)

The mass difference between the lightest chargino and neutralino, denoted as Δ𝑚± ≡ 𝑚( 𝜒̃±1 ) −
𝑚( 𝜒̃0

1) can be divided into two terms: tree-level term (Δ𝑚tree
± ) and radiation correction term

(Δ𝑚rad
± ). The Δ𝑚tree

± is induced by mixing with bino and wino, and the Δ𝑚rad
± is induced by

electroweak gauge-boson loops. The two terms Δ𝑚tree
± and Δ𝑚rad

± are described as [42–45]

Δ𝑚rad
± ≃

𝛼2𝑠
2
𝑊
𝜇

2𝜋

∫ 1

0
𝑑𝑡 (1 + 𝑡) ln

[
1 +

𝑚2
𝑍
(1 − 𝑡)
𝜇2𝑡2

]
,

Δ𝑚tree
± ≃ Δ𝑚0

2
− 1

2
𝑚2

𝑍 sin 2𝛽

(
𝑐2
𝑊

𝑀2
−
𝑠2
𝑊

𝑀1

)
,

(2.12)
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Figure 2.5: Schematic of the mass spectra of electroweakinos in the higgsino LSP scenario with the
gauginos decoupled in mass. Since the higgsino and gaugino masses are sufficiently decoupled, the
particles 𝜒̃0

1 , 𝜒̃±1 , and 𝜒̃0
2 consist mainly of higgsinos, while 𝜒̃0

3 , 𝜒̃±2 , and 𝜒̃0
4 are mainly composed of bino

and wino. The light higgsinos shown in red are targeted in this search. As illustrated on the right side, the
mass difference between 𝜒̃0

2 and 𝜒̃0
1 is denoted as Δ𝑚0, while the mass difference between 𝜒̃±1 and 𝜒̃0

1 is
denoted as Δ𝑚±.

where 𝛼2 is the fine structure constant for the SU(2)𝐿 gauge interaction. For 𝜇 ≫ 𝑚𝑍 [42],

Δ𝑚rad
± ≃ 𝛼2𝑚𝑍

2
sin2 𝜃𝑊 ≃ 354 MeV. (2.13)

The higgsino mass difference becomes smaller as the gaugino masses become decoupled from the
higgsino mass, but Δ𝑚± is always larger than O(200 – 300) MeV due to radiation corrections.

In the target mass difference region, the decay length of the lightest chargino is approximately
given as [42]

Γ−1 ≃ Γ−1
𝜒̃±

1 →𝜒̃0
1 𝜋

± ≃ 14 mm
ℏ𝑐

×

(

Δ𝑚±
340 MeV

)3
√︄

1 −
𝑚2

𝜋±

Δ𝑚2
±


−1

, (2.14)

where Γ, Γ𝜒̃±
1 →𝜒̃0

1 𝜋
± , and 𝑚𝜋± represent the total decay width of the chargino decay, the partial

decay width of the chargino decay to pions, and the pion mass, respectively. Figure 2.6 shows
the dependence of the chargino lifetime on the higgsino mass difference. In the higgsino mass
difference range we are interested in (Δ𝑚± ≈ 0.3 – 1.0 GeV), the lifetime of the chargino extends
to 𝑐𝜏 ≈ O(0.1 – 1) mm, which is long enough to be distinguished from prompt decay particles.

2.4 Experimental constraints on the Higgsino LSP scenario

Searches for higgsino LSP have been conducted using various techniques, including collider
experiments, the direct dark matter searches using nuclear recoil signals, and the indirect dark
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Figure 2.6: Dependence of the chargino
lifetime (𝑐𝜏) on the mass difference
between the chargino and neutralino
(Δ𝑚±). The gray area indicates the
location of the ATLAS detector. The
blue area indicates the range of mass
difference, where the gaugino mass is
sufficiently decoupled from the higgsino
mass. The red region represents the
impact parameter resolution of tracks
reconstructed in the ATLAS detector.
If a particle’s lifetime is longer than this
red region, it can be distinguished from
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matter searches aiming to detect annihilation signals through astronomical observations. Limits
from collider experiments are provided in Section 2.4.1, followed by the limits from direct and
indirect dark matter detections in Sections 2.4.2 and 2.4.3, respectively. Section 2.4.4 discusses
the limits imposed by electron Electric Dipole Moment (EDM) experiments, as the presence of
higgsinos affects the electron EDM. Generally, the direct and indirect searches have imposed
strong constraints on the existence of higgsinos. However, these suffer from substantial model
uncertainties on dark matter profiles in the galaxy center or around the Earth, as well as the
signal propagation in space. Collider searches, on the other hand, are entirely free from these
uncertainties, which makes them no less important.

2.4.1 Collider Experiments

Higgsinos in compressed mass spectra have been the focus of numerous search efforts at the
Large Hadron Collider (LHC). Given the soft visible decay products of the SUSY states, the
primary signature suitable for triggering is the missing transverse energy (𝐸miss

T ) arising from the
neutralinos. To obtain a large 𝐸miss

T above the trigger threshold, an initial state radiation (ISR)
topology must be exploited, requiring the SUSY system to recoil against hadronic activities. This
results in a “jets+𝐸miss

T ” signature, enabling the higgsino sensitivity independent of the decay
signature [46, 47]. The signal-to-background ratio in searches for electroweak SUSY production is
relatively low due to the low cross-sections and significant irreducible background. Consequently,
these searches have not been sensitive to direct higgsino production. Therefore, in addition to the
“jets+𝐸miss

T ” signature, an additional decay signature is required to suppress the SM backgrounds
in the searches introduced below. The diagrams that illustrate electroweakino pair production and
their decays, targeted by the searches described below, are shown in Figure 2.7.
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Figure 2.7: Diagrams of processes targeted by the existing searches for electroweakino-pair production
with compressed mass spectra of higgsinos. The diagrams are arranged in descending order of higgsino
mass difference from left to right.

Limits from the soft lepton search For larger higgsino mass differences above approximately
1.5 GeV, the final-state leptons from higgsino decays acquire large enough transverse momentum
(𝑝T) to be reconstructed with reasonable efficiency in the ATLAS detector, which is about 3 GeV
for muons and 4.5 GeV for electrons. In the ATLAS soft 2-lepton search, a pair of soft leptons
from a neutral higgsino decay with a small invariant mass is required, in addition to the “jets+𝐸miss

T ”
signature. The ATLAS soft 3-lepton search also considers the case where the charged higgsino
decays leptonically. Their statistical combination is depicted in the summary plot in Figure 1.1,
probing the higgsino mass up to 180 GeV and the mass difference between the lightest charged
higgsino and neutral higgsino down to 1.5 GeV. CMS has performed a similar analysis, and
similar results have been obtained [48].

Limits from the disappearing track search For very small higgsino mass differences of only
several hundred MeV, the chargino becomes long-lived and can traverse the first layers of the
tracking detector before decaying into a charged pion with extremely low 𝑝T (O(100) MeV). The
charged pion is not reconstructed due to the limitation of the threshold of track reconstruction.
This results in a distinct signature known as a “disappearing track”, serving as the additional
decay signature to the “jets+𝐸miss

T ” signature: the track of the chargino is visible in the first few
tracking layers before it vanishes, and no matching hits can be found in the outer tracking layers.
The results from the latest iteration of this analysis are shown in Figure 1.1. The analysis probes
higgsino mass differences up to 400 MeV and is sensitive to pure higgsino states of approximately
200 GeV. CMS has performed a similar analysis, and similar results have been obtained [16].

Limits from the Large Electron-Positron Collider (LEP) Limits on compressed higgsino
states are established by combining results from the four experiments from the Large Electron-
Positron Collider (LEP): ALEPH, DELPHI, L3, and OPAL [20]. In regions with sufficient
mass difference (Δ𝑚( 𝜒̃±1 , 𝜒̃

0
1) > 3 GeV), the large missing energy with jet or lepton topology is

utilized to set a limit up to 100 GeV in the higgsino mass. In the small mass difference region
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(Δ𝑚( 𝜒̃±1 , 𝜒̃
0
1) < 3 GeV), an ISR photon is required to boost the SUSY system, generating a large

missing energy and suppressing background. In this case, the exclusion limit extends to about
90 GeV in the higgsino mass. The combined exclusion limit by LEP experiments is presented in
Figure 1.1.

2.4.2 Direct dark matter detection

The process of Higgs boson exchange between neutralinos and nuclei induces the spin independent
(SI) elastic scattering, as illustrated in Figure 2.8(a). The most stringent limits to the SI
dark matter-nucleon cross-section, denoted as 𝜎SI, have been set by the LUX-ZEPLIN (LZ)
experiment [21]:

𝜎SI = 9.2 × 10−48 cm2 (at 𝑚𝜒 = 36 GeV). (2.15)

Limits from the SI elastic scattering If either wino or bino has a relatively light mass, the
Higgs boson-mediated process is enhanced through the increased higgsino-gaugino mixing,
leading to a larger SI elastic scattering cross-section. Since the mixing of higgsinos and gauginos
is related to the mass difference, the scattering cross-section can be approximately related to the
higgsino mass difference. For tan 𝛽 ≫ 1 [42],

Δ𝑚± ∼ Δ𝑚rad
± + 170 MeV

(
𝜎SI

10−48 cm2

)1/2
. (2.16)

The strongest limit to the SI elastic scattering cross-section at 𝑚𝜒 = 100 GeV imposed by the
experiments is∼ 3 × 10−47 cm2. Figure 2.9 shows the dependence of the SI elastic scattering cross-
section on the gaugino mass. The limit indicates that direct dark matter detection experiments are
capable of finding a higgsino mass difference of more than 1 GeV, derived from Equation 2.16.

Limits from the inelastic scattering If the gauginos are decoupled from the higgsino mass,
the inelastic scattering process is enabled through the exchange of a 𝑍 boson, as illustrated in
Figure 2.8(b). The direct dark matter detection experiments are also sensitive to the inelastic
scattering process and exclude regions with Δ𝑚0 < O(200) keV [49]. The region with a higgsino
mass difference of Δ𝑚0 > O(200) keV is challenging to search in the future. This is because it
falls within the range of sensitivity restricted by irreducible backgrounds from coherent neutrino
scattering, also known as the “neutrino floor”. Even with a significant increase in the sensitivity
of future direct dark matter detection experiments, this region would remain challenging to
investigate.
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Figure 7. Diagrams induce the couplings of the Higgsino DM with quarks in the presence of the
higher-dimensional operators.

results of the lattice QCD simulations [83, 84]. The SI elastic scattering cross section of

the Higgsino DM with a target nucleus is then given as follows:

σSI =
4

π
M2

red(Zfp +Nfn)
2 . (4.9)

In addition to the contribution, there exists the electroweak gauge boson contribution

at loop-level. The contribution is presented in refs. [85, 86], and we take it into account in

the following analysis.

The SD scattering is, on the other hand, induced by the Z-boson exchange process

illustrated in figure 7(b). The interactions are expressed in terms of the following effective

Lagrangian:

Leff = dqχ̃0
1γ

µγ5χ̃
0
1qγµγ5q . (4.10)

By evaluating the diagram, we obtain

dq =
GF√
2
cos 2θT q

3 . (4.11)

Since the coupling is suppressed by cos 2θ, and since the current experimental limits on

the SD scattering are much weaker than those on the SI one, we can safely neglect the

contribution in our scenario.

Figure 8 shows the SI scattering cross sections of the Higgsino DM with a proton as

functions of |M2| in solid lines. Here we take tanβ = 2, µ = 500GeV, M1 = M2 and

m̃ = |M2|. The φ2 = arg(M2) = 0, π/2 and π, cases are given in red-solid, green-dashed,

and blue short-dashed lines, respectively, and another choice of the CP-phase falls between

them. The upper blue-shaded region is already excluded by the LUX experiment [77].

The lower gray-shaded region represents the limitation of the direct detection experiments;

once the experiments achieve the sensitivities to the cross sections they will suffer from

the neutrino background and cannot distinguish the DM signal by means of the present

technique [87]. In addition, we show the effects of the resummation on the calculation in

the lower panel. As seen from the figure, the SI scattering cross sections highly depend on

the CP-phase in the Higgsino-gaugino sector. When the gaugino scale is low enough, the

future direct detection experiments may detect the signal of the DM. In higher gaugino

mass regions, the electroweak loop effects dominate the contribution to the SI scattering

cross sections and the resultant scattering cross sections become constant, though they are

much lower than the neutrino background limit.
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2N .

the Higgsino-gaugino Yukawa couplings run differently from the gauge couplings below the

SUSY breaking scale [5–7],6 and accordingly the relations (3.3) do not hold at the gaugino

mass scale. This then affects the ratios Rci and Rdi , especially when the SUSY breaking

scale is much higher than the gaugino mass scale.

4 Higgsino dark matter search

As mentioned in the Introduction, the neutral Higgsino LSP with a mass of around TeV

scale can be a dark matter candidate. In fact, the thermal relic abundance of the Higgsino

LSP is consistent with the observed DM density when it has ∼ 1TeV mass [61]. In

this section, we assume that the Higgsino LSP occupies the dominant component of the

DM in the Universe, and consider the constraints on the DM from the direct detection

experiments.7 The mass of the Higgsino DM is assumed to be lower than 1TeV to satisfy

the environment selection requirement discussed in the Introduction.

4.1 Inelastic scattering

Without the dimension-five effective operators, the Higgsino DM forms a Dirac fermion.

In this case, the Z-boson exchange process induces the vector-vector coupling between

the DM and a nucleon. Due to the coupling, the spin-independent (SI) scattering cross

sections between the DM and nucleons are so large that this Dirac Higgsino scenario turns

out to be already excluded by the direct detection experiments. However, thanks to the

higher dimensional operators, the neutral components of Higgsino split into two Majorana

fermions χ̃0
1 and χ̃0

2 with the mass difference ∆m given in eq. (2.14). Since a Majorana

fermion does not have vector interactions, the Majorana Higgsino DM can avoid the bound

from the direct detection experiments.

Nevertheless, if the mass difference ∆m is as small as O(100) keV, inelastic scattering

processes χ̃0
1N → χ̃0

2N (N denotes a nucleon) may occur through the diagram in figure 4.

The inelastic scattering is also restricted by the direct detection experiments, depending

on the mass difference [72, 73]. Let us consider the constraints on the mass difference ∆m

by studying the process. This bound then can be interpreted as an upper bound on the

gaugino mass scale, as we will see in what follows.

6The RGEs of the Higgsino-gaugino couplings are given in appendix C. In addition, we have included

finite threshold corrections at the SUSY breaking scale.
7As for the indirect search of the Higgsino DM, a robust limit is given in ref. [71] based on the observations

of Milky Way’s dwarf galaxies by Fermi Gamma-ray Space Telescope. According to the results, the current

bound on the DM mass is mDM >∼ 200− 300GeV.

– 10 –

(b) Inelastic scattering

Figure 2.8: Diagrams inducing elastic and inelastic scattering between neutralinos and quarks. The figures
are taken from Ref. [49].

Figure 2.9: Dependence of the SI elastic
scattering cross-section on the gaugino
mass derived from Equation 2.16 with
𝑀1 = 𝑀2, 𝜇 = 100 GeV, and tan 𝛽 =

50. The blue area indicates the re-
gion excluded by the LZ experiment at
𝑚𝜒 = 100 GeV [21]. The gray region rep-
resents the range where the sensitivity is
restricted by irreducible backgrounds from
coherent neutrino scattering. This region is
referred to as the “neutrino floor”. The ver-
tical gray dashed lines illustrate the mass
differences between the lightest chargino
and neutralino for the given gaugino mass
(𝑀1 = 𝑀2).
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2.4.3 Indirect dark matter detection

The indirect dark matter detection of anti-protons and gamma-rays produced from the annihilation
of neutralinos is also very effective in the search for higgsinos. The most stringent limit to the
annihilation cross-section of higgsino-like LSPs is O(10−25) cm3 s−1, set by the Fermi-LAT
experiment [50] through the observation of gamma-ray spectrum from 𝑊+𝑊− and 𝑍𝑍 final
states. The annihilation cross-section of higgsino-like LSPs at 𝑚𝜒 ≈ 1.0 TeV is expected to be
⟨𝜎𝑣⟩ ≈ 1.3 × 10−26 cm3 s−1.

2.4.4 Electron Electric Dipole Moment (EDM)

The electron EDM is a very powerful probe for measuring the CP violation induced by elec-
troweakinos in the MSSM. The loop corrections to the electron EDM induced by charginos and
neutralinos are illustrated in Figure 2.10.
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Figure 2.10: Barr-Zee diagrams induced
by charginos contributing to the electron
EDM. (a) Diagram illustrating a chargino
loop connected to the fermion line with a
photon (𝑍 boson) and a Higgs boson. (b)
Diagram illustrating a chargino-neutralino
loop connected to the fermion line with
two 𝑊 bosons. The external photon line
can be attached to any charged internal line
in the diagram. The figures are taken and
revised from Ref. [51]. (a) Chargino loop (b) Chargino-neutralino loop

The contribution to the electron EDM, denoted as |𝑑𝑒 |, is given by the loop mediated by 𝛾𝐻, 𝑍𝐻,
and𝑊𝑊 :

𝑑𝑒 = 𝑑𝛾𝐻 + 𝑑𝑍𝐻 + 𝑑𝑊𝑊 , (2.17)

where subscripts indicate the mediating particles. Each contribution can be described as [49]

𝑑𝛾𝐻 = −2𝑒𝛼𝑚𝑒

(4𝜋)3
𝑔2 sin 2𝛽
𝜇𝑀2

sin 𝜙2 × 𝑓0

(
|𝜇 |2

𝑚2
𝐻

)
,

𝑑𝑍𝐻 = − 𝑒𝑔
2𝑚𝑒

4(4𝜋)4

(
1 − 4 sin2 𝜃𝑊

) (
1 − tan2 𝜃𝑊

) 𝑔2 sin 2𝛽
𝜇𝑀2

sin 𝜙2 × 𝑓1

(
𝑚2

𝑍

𝑚2
𝐻

,
|𝜇 |2

𝑚2
𝐻

)
,

𝑑𝑊𝑊 =
𝑒𝑔2𝑚𝑒

8(4𝜋)4
sin 2𝛽
𝜇

(
𝑔2

𝑀2
sin 𝜙2 −

𝑔′2

𝑀1
sin 𝜙1

)
× 𝑓0

(
|𝜇 |2

𝑚2
𝑊

)
,

(2.18)

where 𝑒, 𝛼, 𝑚𝑒, and 𝜃𝑊 represent the electric charge, the fine structure constant, the electron
mass, and the Weinberg angle, respectively. In each equation, 𝑔 and 𝑔′ represent the 𝑆𝑈 (2)𝐿 and
𝑈 (1)𝑌 gauge coupling constants in the SM, respectively. The mass parameters 𝜇, 𝑀1, and 𝑀2
represent the higgsino, bino, and wino mass before the mixing with 𝜙1 and 𝜙2 defined as the
angle of the complex phase on 𝑀1 and 𝑀2, respectively. The loop functions mentioned in the
above equations are defined as [49]

𝑓0(𝑟) = 𝑟
∫ 1

0
𝑑𝑥

1
𝑟 − 𝑥(1 − 𝑥) ln

(
𝑟

𝑥(1 − 𝑥)

)
,

𝑓1 (𝑟1, 𝑟2) =
1

1 − 𝑟1

[
𝑓0 (𝑟2) − 𝑟1 𝑓0

(
𝑟2

𝑟1

)]
.

(2.19)

The most stringent limit to |𝑑𝑒 | is established by the JILA experiment [52]:
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Figure 2.11: Dependence of the elec-
tron EDM on the gaugino mass derived
from Equation 2.18 with 𝑀1 = 𝑀2,
𝜇 = 100 GeV, 𝜙1 = 𝜙2 = 𝜋/2, and
tan 𝛽 = 50. The blue area indicates
the region excluded by the JILA experi-
ment [52]. The dashed or dotted lines
represent the contribution from each
loop illustrated in Figure 2.10. The
solid line represents the total electron
EDM. The vertical gray dashed lines
illustrate the mass differences between
the lightest chargino and neutralino.
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|𝑑𝑒 | < 4.1 × 10−30𝑒 cm. (2.20)

Figure 2.11 shows the dependence of the electron EDM on the gaugino mass. When a large tan 𝛽
(tan 𝛽 = 50) and maximum CP violation (𝜙1 = 𝜙2 = 𝜋/2) are assumed, this is interpreted into an
exclusion limit on the gaugino masses up to O(10) TeV, or on the higgsino mass difference down
to O(1) GeV.

2.5 Definition of the Target Signal Models

This thesis considers a benchmark model in which model parameters other than mass are fixed
for convenience. This model, also called the “simplified model”, serves as a benchmark model,
allowing one to establish the criteria for selecting events in this analysis and for comparing
the search sensitivity with the other previous searches. Although certain assumptions, such as
the branching ratio, are necessary for constructing the model, the resultant simplified model is
considered realistic enough in this case. This section outlines the configuration for building the
simplified model in this thesis.

Production mode This thesis considers the direct production of charginos and neutralinos
mediated by the off-shell𝑊 and 𝑍 bosons. The compressed mass spectra of the higgsino states
emerge when the wino and bino masses are decoupled, resulting in a significant mass for 𝜒̃±2 , 𝜒̃0

3 ,
and 𝜒̃0

4 . Given the negligible production cross-section of electroweakinos with large masses, the
focus is on the following production modes:

𝑝𝑝 → 𝜒̃0
1 𝜒̃

0
2 , 𝜒̃0

1 𝜒̃
±
1 , 𝜒̃0

2 𝜒̃
±
1 , 𝜒̃+1 𝜒̃

−
1 . (2.21)
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(a) Chargino Branching Ratio (b) Neutralino Branching Ratio

Figure 2.12: Branching ratio and higgsino mass difference dependence for 𝜒̃±1 and 𝜒̃0
2 . The figures are

taken from Ref. [53].

Decay mode Charginos and neutralinos produced with compressed mass spectra decay via
off-shell𝑊 and 𝑍 bosons:

𝜒̃±1 → 𝑊∗ 𝜒̃0
1 , 𝜒̃0

2 → 𝑍∗ 𝜒̃0
1 . (2.22)

Properties such as the mass and decay of higgsinos are determined by several model parameters in
the MSSM. However, a benchmark model with these parameters fixed is selected for this analysis.
In this thesis, the masses of SUSY particles other than 𝜒̃0

2 , 𝜒̃±1 , and 𝜒̃0
1 are decoupled and set

at 45 TeV. Although the higgsino mass difference and branching ratio vary depending on the
gaugino mass, the values are given by hand when creating simulation samples.

The mass hierarchy considered is 𝑚( 𝜒̃0
2) > 𝑚( 𝜒̃±1 ) > 𝑚( 𝜒̃0

1), with the electroweakino masses
equally spaced: Δ𝑚( 𝜒̃0

2 , 𝜒̃
±
1 ) = Δ𝑚( 𝜒̃±1 , 𝜒̃

0
1). The decay branching ratio of 𝜒̃±1 and 𝜒̃0

2 to 𝜒̃0
1 is

assumed to be 100%. Only the mass difference (Δ𝑚( 𝜒̃±1 , 𝜒̃
0
1)) and 𝜒̃0

1 mass (𝑚( 𝜒̃0
1)) are considered

as free model parameters. The branching ratio of 𝜒̃±1 and 𝜒̃0
2 in the target higgsino mass difference

region is calculated theoretically [53], which largely depends on the mass difference only, as
illustrated in Figure 2.12. Since the final state topology targeted in this analysis depends only on
the higgsino mass difference, fixing the model parameters as above does not lose generality.
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Chapter 3
The ATLAS Experiment at the LHC

3.1 Large Hadron Collider

The Large Hadron Collider (LHC) is a proton-proton collider situated on the Swiss-French border
with a circumference of approximately 27 km. Figure 3.1 provides an overall view of the LHC
accelerator system. In the initial stage of the acceleration system, protons extracted from hydrogen
gas are accelerated to 50 MeV in the linear accelerator 2 (LINAC 2). The protons progress through
further acceleration stages, reaching energies of 1.4 GeV in the Proton Synchrotron Booster (PSB),
26 GeV in the Proton Synchrotron (PS), and finally, 450 GeV in the Super Proton Synchrotron
(SPS). Protons entering the LHC are divided into two beam pipes, accelerated to 7 TeV in opposite
directions, before colliding at four collision points, where detectors reside: ATLAS (A Toroidal
LHC ApparatuS) [54], CMS (Compact Muon Solenoid) [55], ALICE (A Large Ion Collider
Experiment) [56], and LHCb (Large Hadron Collider beauty) [57].

Each proton bunch contains approximately 1011 protons, and collisions between bunches occur
at 25 ns intervals in the LHC. The LHC is designed to fill 2808 proton bunches in a single
orbit and achieve an instantaneous luminosity of 1 × 1034 cm−2 s−1. During 2015 – 2018, when
the data used in this thesis were obtained, the instantaneous luminosity of the beam reached
2 × 1034 cm−2 s−1, about twice the designed value. The LHC parameters selected during Run 2,
along with the beam spot size for each year, are summarized in Table 3.1.

3.2 ATLAS detector

The ATLAS detector [54], positioned at one of the four collision points of the LHC, is a cylindrical
apparatus with a diameter of 25 m, a length of 44 m, and a weight of approximately 7000 tons.
The overall view of the ATLAS detector is provided in Figure 3.2(a). The ATLAS detector
consists of, from the inside, inner detectors, a solenoid magnet, calorimeters, a toroidal magnet,
and muon spectrometers.
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Figure 3.1: Overall view of the LHC accelerator system. The LHC beams intersect at the four collision
points (ATLAS, CMS, ALICE, LHCb). The figure is taken from Ref. [58].

Table 3.1: Selected LHC parameters of
√
𝑠 = 13 TeV proton-proton collision during 2015 – 2018 [59]. In

2017, a vacuum incident caused a major heat load problem due to electron clouds, making it difficult to
operate with the usual 25 ns bunch scheme. To cope with the heat load, the “8b4e” scheme was used, in
which eight bunches are filled at 25 ns intervals followed by four bunch-slot gaps.

Parameter 2015 2016 2017 2018

Maximum number of colliding bunch pairs (𝑛𝑏) 2232 2208 2544/1909 2544
Bunch spacing [ns] 25 25 25/8b4e 25
Typical bunch population [1011 protons] 1.1 1.1 1.1/1.2 1.1
Peak luminosity Lpeak [1033 cm−2 s−1] 5 13 16 19
Average beam spot size in 𝑥–𝑦 plane [µm] 14.0 – 13.4 9.0 – 8.5 8.1 – 7.9 7.3 – 7.1
Average beam spot size along the beam axis [mm] 43.63 34.02 36.94 33.90
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Figure 1.1: Cut-away view of the ATLAS detector. The dimensions of the detector are 25 m in
height and 44 m in length. The overall weight of the detector is approximately 7000 tonnes.

The ATLAS detector is nominally forward-backward symmetric with respect to the interac-
tion point. The magnet configuration comprises a thin superconducting solenoid surrounding the
inner-detector cavity, and three large superconducting toroids (one barrel and two end-caps) ar-
ranged with an eight-fold azimuthal symmetry around the calorimeters. This fundamental choice
has driven the design of the rest of the detector.

The inner detector is immersed in a 2 T solenoidal field. Pattern recognition, momentum
and vertex measurements, and electron identification are achieved with a combination of discrete,
high-resolution semiconductor pixel and strip detectors in the inner part of the tracking volume,
and straw-tube tracking detectors with the capability to generate and detect transition radiation in
its outer part.

High granularity liquid-argon (LAr) electromagnetic sampling calorimeters, with excellent
performance in terms of energy and position resolution, cover the pseudorapidity range |h | < 3.2.
The hadronic calorimetry in the range |h | < 1.7 is provided by a scintillator-tile calorimeter, which
is separated into a large barrel and two smaller extended barrel cylinders, one on either side of
the central barrel. In the end-caps (|h | > 1.5), LAr technology is also used for the hadronic
calorimeters, matching the outer |h | limits of end-cap electromagnetic calorimeters. The LAr
forward calorimeters provide both electromagnetic and hadronic energy measurements, and extend
the pseudorapidity coverage to |h | = 4.9.

The calorimeter is surrounded by the muon spectrometer. The air-core toroid system, with a
long barrel and two inserted end-cap magnets, generates strong bending power in a large volume
within a light and open structure. Multiple-scattering effects are thereby minimised, and excellent
muon momentum resolution is achieved with three layers of high precision tracking chambers.

– 4 –

(a) Cross-section view
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Figure 3.2: Cross-section view and coordinate system of the ATLAS detector. The ATLAS detector is
a cylindrical detector with a diameter of 25 m, a length of 44 m, and a weight of about 7000 tons. The
cartesian and cylindrical coordinate systems are employed in the ATLAS experiment. The figures are taken
from Ref. [54].

3.2.1 Coordinate system

In the ATLAS experiment, the cartesian and cylindrical coordinate systems are used to represent
the positions of the detector and particles, as illustrated in Figure 3.2(b). The coordinate system
has its origin at the center of the detector, designating the 𝑧-axis as the direction of the beam axis
and defining the 𝑥–𝑦 plane as the plane perpendicular to the beam axis. The 𝑥-axis is defined
as positive in the direction from the impact point to the center of the LHC ring, and the 𝑦-axis
is considered positive in the upward vertical direction toward the ground. Within the ATLAS
detector, the side with positive (negative) 𝑧 axis is called the A-side (C-side). The azimuthal angle
𝜙 and the polar angle 𝜃 denote the angle around the beam axis and the angle from the beam axis,
respectively.

The variable pseudo-rapidity 𝜂 is introduced and used in the ATLAS experiment. Pseudo-rapidity
𝜂 is defined as the high energy limit of the rapidity 𝑦 = 1

2 ln
(
𝐸+𝑝𝑧𝑐
𝐸−𝑝𝑧𝑐

)
and is expressed solely using

the azimuthal angle 𝜃, described as

𝜂 = lim
𝐸, |𝒑 |→∞

1
2

ln
(
𝐸 + 𝑝𝑧𝑐
𝐸 − 𝑝𝑧𝑐

)
=

1
2

ln
(

1 + cos 𝜃
1 − cos 𝜃

)
=

1
2

ln
(
cos(𝜃/2)
sin(𝜃/2)

)
= − ln tan(𝜃/2). (3.1)

The distance between particles is defined as Δ𝑅 =
√︁
Δ𝜂2 + Δ𝜙2, which is determined by the

difference in pseudo-rapidity 𝜂 and azimuthal angle 𝜙 of the particles.

Since the ATLAS detector has different types of detector in its cylindrical structure, the side part
with |𝜂 | < 1.0 is called the barrel region, and the bottom part with |𝜂 | > 1.0 is known as the
endcap region.
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Figure 3.3: Layout of the superconducting magnets in the
ATLAS detector. The superconducting magnets are drawn
in red. A calorimeter surrounds the center solenoid magnet,
and the return yoke is located outside the solenoid magnet.
The figure is taken from Ref. [54].

2008 JINST 3 S08003

Figure 2.1: Geometry of magnet windings and
tile calorimeter steel. The eight barrel toroid
coils, with the end-cap coils interleaved are
visible. The solenoid winding lies inside the
calorimeter volume. The tile calorimeter is
modelled (section 2.2.2) by four layers with dif-
ferent magnetic properties, plus an outside re-
turn yoke. For the sake of clarity the forward
shielding disk (section 3.2) is not displayed.

Figure 2.2: Bare central solenoid in the factory
after completion of the coil winding.

phases. The cold-mass and cryostat integration work began in 2001. The first barrel toroid coil
was lowered in the cavern in fall 2004, immediately followed by the solenoid (embedded inside the
LAr barrel calorimeter). The remaining seven barrel-toroid coils were installed in 2004 and 2005,
and the end-cap toroids in the summer of 2007.

2.1.1 Central solenoid

The central solenoid [2] is displayed in figure 2.2, and its main parameters are listed in table 2.1.
It is designed to provide a 2 T axial field (1.998 T at the magnet’s centre at the nominal 7.730 kA
operational current). To achieve the desired calorimeter performance, the layout was carefully
optimised to keep the material thickness in front of the calorimeter as low as possible, resulting
in the solenoid assembly contributing a total of ⇠ 0.66 radiation lengths [9] at normal incidence.
This required, in particular, that the solenoid windings and LAr calorimeter share a common vac-
uum vessel, thereby eliminating two vacuum walls. An additional heat shield consisting of 2 mm
thick aluminium panels is installed between the solenoid and the inner wall of the cryostat. The
single-layer coil is wound with a high-strength Al-stabilised NbTi conductor, specially developed
to achieve a high field while optimising thickness, inside a 12 mm thick Al 5083 support cylin-
der. The inner and outer diameters of the solenoid are 2.46 m and 2.56 m and its axial length
is 5.8 m. The coil mass is 5.4 tonnes and the stored energy is 40 MJ. The stored-energy-to-mass
ratio of only 7.4 kJ/kg at nominal field [2] clearly demonstrates successful compliance with the
design requirement of an extremely light-weight structure. The flux is returned by the steel of the
ATLAS hadronic calorimeter and its girder structure (see figure 2.1). The solenoid is charged and
discharged in about 30 minutes. In the case of a quench, the stored energy is absorbed by the en-
thalpy of the cold mass which raises the cold mass temperature to a safe value of 120 K maximum.
Re-cooling to 4.5 K is achieved within one day.

– 20 –

3.2.2 Magnet system

The magnet system bends the trajectories of charged particles and plays an essential role in
measuring their momentum and charge. The magnet system consists of one superconducting
solenoid magnet and three superconducting toroidal magnets, as shown in Figure 3.3.

Solenoid magnet The superconducting solenoid magnet is installed between the inner detectors
and electromagnetic calorimeters in the barrel region, generating a magnetic field of 2 T along the
beam axis. Charged particles passing through the inner detector are bent in the 𝜙 direction to
measure the transverse momentum.

Toroidal magnet The superconducting toroidal magnets are installed in the endcap and barrel
region, generating a magnetic field of 1 T and 0.5 T to measure the transverse momentum of
charged particles passing through the muon spectrometers. The toroidal magnet consists of eight
equally spaced coils in the 𝜙 direction. Considering the interference of magnetic fields between
the endcap and barrel regions, the endcap toroidal magnets are placed at 22.5 degrees rotated
from the barrel region.

3.2.3 Inner detectors

Inner Detectors (IDs) are installed in the innermost part of the ATLAS detector. The momentum
of charged particles passing through the solenoid magnet field is measured with the IDs. The
ID consists of semiconductor-based trackers, the Insertable B-Layer (IBL), pixel detector,
Semiconductor Tracker (SCT), and is complemented by a gaseous detector, the Transition
Radiation Tracker (TRT) from the inside. Charged particles incident on the depletion layer of a
semiconductor detector produce electron-hole pairs that are read as a signal. Semiconductor-based
trackers are sensitive to small energy deposits due to their small gap energy and are placed in
a liquid argon cryostat to reduce thermal noise. The layout of the ID in the barrel and endcap
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Table 3.2: Coverage and performance of the beam pipe and each ID [54, 60].

Item Region Coverage Resolution

𝑅 𝑧 𝑅 – 𝜙 𝑅 𝑧

Beam Pipe - 23.5 mm - - - -

IBL Barrel 33.25 mm 0 – 330.15 mm 0 – 3 µm 10 µm 60 µm

Pixel Detector Barrel 50.5 – 122.5 mm 0 – 400.5 mm 10 µm - 115 µm
Endcap 88.8 – 149.6 mm 495 – 650 mm 10 µm 115 µm -

SCT Barrel 299 – 514 mm 0 – 749 mm 17 µm - 580 µm
Endcap 275 – 560 mm 839 – 2735 mm 17 µm 580 µm -

TRT Barrel 563 – 1066 mm 0 – 712 mm 130 µm - -
Endcap 644 – 1004 mm 848 – 2710 mm 130 µm - -

Figure 3.4: Schematic of the IDs in the barrel
region. The red line shows the trajectory of a
charged particle with 𝑝T of 10 GeV traversing
the ID. The charged particle passes through the
beryllium beam pipe, three layers of pixel detect-
ors, four layers of SCTs, and 36 tubes of the TRT
detector. The figure is taken from Ref. [61].

magnets with eight coils each. The ATLAS detector has a two-level trigger system to select events for
o�ine analysis [5].

2.1 Inner Detector structure

The ATLAS ID [2, 6] consists of three subdetectors utilising three technologies: silicon pixel detectors,
silicon strip detectors and straw drift tubes, all surrounded by a thin superconducting solenoid providing a
2 T axial magnetic field [7]. The ID is designed to reconstruct charged particles within a pseudorapidity
range of |[ | < 2.5 (see Figure 1 for a schematic view of the ID barrel region and Table 1 for a list of the
main detector characteristics). The material distribution inside the ID has been studied in data through use
of hadronic interactions and photon conversion vertices [8, 9]. During the second LHC data-taking run
(2015–2018) with ?? collisions at a centre-of-mass energy

p
B = 13 TeV, the ID collected data with an

e�ciency greater than 99% [10].

Figure 1: A 3D visualisation of the structure of the barrel of the ID. The beam pipe, the IBL, the Pixel layers, the four
cylindrical layers of the SCT and the three layers of TRT barrel modules consisting of 72 straw layers are shown.

The innermost part of the inner detector consists of a high-granularity silicon pixel detector and includes
the insertable B-layer (IBL) [11, 12], a new tracking layer added for Run 2 which is closest to the beam
line and designed to improve the precision and robustness of track reconstruction. The IBL consists of
280 silicon pixel modules arranged on 14 azimuthal carbon fibre staves surrounding the beam pipe at a
radius of 33.25 mm. Each stave is instrumented with 12 two-chip planar modules, covering the region of
|[ | < 2.7, and 8 single-chip modules with 3D sensors [13, 14], four at each end of the stave (2.7 < |[ | < 3).
The remainder of the Pixel detector [2, 6, 15] consists of 1744 silicon pixel modules arranged in three
barrel layers and two endcaps with three disks each. Each pixel module comprises 16 front-end chips
bump-bonded to the sensor substrate. The barrel modules were assembled on staves of 13 modules
each, whilst the endcap modules were assembled directly on the disks. In order to simplify the notation
throughout the rest of the paper, the term Pixel is used to refer only to the detector already in place during
Run 1 and the new layer is referred to explicitly as the IBL.

4

region is shown in Figures 3.4 and 3.5, respectively. The coverage and performance of each ID
and beam pipe are summarized in Table 3.2.

Insertable B-Layer (IBL) and Pixel detector The innermost layer of the ID, called the
Insertable B-Layer (IBL), was installed during the long shutdown period (2013–2015) before
Run 2. The beam pipe was also replaced with a smaller radius to provide enough space for the
IBL. The pixel size of IBL is Δ𝜙 × Δ𝑧 = 50 µm × 250 µm. The IBL covers the entire 𝜙 region by
shifting the modules by about 26 degrees in the 𝜙 direction relative to the beam axis. The IBL
provides hit information near the beam pipe (𝑅 = 33.25 mm), which improves the tracking and
vertexing performance. 𝐵 hadrons have relatively long lifetimes and produce secondary vertices
slightly distant from the interaction point. The IBL was introduced to enhance the precision of
the reconstruction of these secondary vertices. The IBL has played an essential role in improving
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Figure 4.3: Drawing showing the sensors and structural elements traversed by two charged tracks
of 10 GeV pT in the end-cap inner detector (h = 1.4 and 2.2). The end-cap track at h = 1.4 traverses
successively the beryllium beam-pipe, the three cylindrical silicon-pixel layers with individual sen-
sor elements of 50⇥400 µm2, four of the disks with double layers (one radial and one with a stereo
angle of 40 mrad) of end-cap silicon-microstrip sensors (SCT) of pitch ⇠ 80 µm, and approxi-
mately 40 straws of 4 mm diameter contained in the end-cap transition radiation tracker wheels.
In contrast, the end-cap track at h = 2.2 traverses successively the beryllium beam-pipe, only the
first of the cylindrical silicon-pixel layers, two end-cap pixel disks and the last four disks of the
end-cap SCT. The coverage of the end-cap TRT does not extend beyond |h | = 2.

4.2 Inner-detector sensors

This section describes the detector sensors of the pixel, SCT and TRT sub-systems - silicon pixel
and micro-strip sensors in section 4.2.1, and straw tubes filled with a Xe/CO2/O2 gas mixture
in section 4.2.2. As discussed in section 3.3, the detector sensors are subject to large integrated
radiation doses. They have therefore been developed and controlled to withstand the expected
irradiation, with a safety factor of approximately two.

4.2.1 Pixel and SCT detector sensors

The pixel and SCT sensors [63, 64] are required to maintain adequate signal performance over
the detector lifetime at design luminosity (with the exception of the pixel vertexing layer, as dis-
cussed above). The integrated radiation dose has important consequences for the sensors of both
detectors. In particular the required operating voltage, determined by the effective doping concen-
tration, depends on both the irradiation and the subsequent temperature-sensitive annealing. The
sensor leakage current also increases linearly with the integrated radiation dose. The n-type bulk
material effectively becomes p-type after a fluence Fneq of ⇠ 2⇥1013 cm�2. The effective doping
concentration then grows with time in a temperature-dependent way. To contain this annealing
and to reduce the leakage current, the sensors will, as noted above, be operated in the temperature
range –5�C to –10�C. The sensors must further meet significant geometrical constraints on their
thickness, granularity and charge-collection efficiency.

– 56 –

Figure 3.5: Schematic of the IDs in the endcap region. The two red lines show the trajectory of charged
particles with 𝑝T of 10 GeV traversing the ID. The charged particle passing through 𝜂 = 1.4 penetrates the
beryllium beam pipe, three layers of pixel detectors, four layers of SCTs, and about 40 tubes of the TRT
detector. Since the TRT coverage area is up to 𝜂 = 2, the charged particle passing through 𝜂 = 2.2 does not
cross the TRT detector. The IBL is omitted from this picture. The figure is taken from Ref. [54].

the performance of the reconstruction of jets from 𝐵 hadrons, referred to as “𝑏-jets”. Three
pixel layers are installed in the barrel and endcap region. The pixel size of the pixel detector is
Δ𝜙 × Δ𝑧 = 50 µm × 600 µm.

Semiconductor Tracker (SCT) The Semiconductor Tracker (SCT) module consists of two
strips with a pitch of 80 µm, mounted at an angle of 40 mrad. The two-dimensional position
information of an incident particle can be measured from the intersection of two readout strips.
The barrel region has four layers of SCT modules, and the endcap region has nine layers of SCT
modules.

Transition Radiation Tracker (TRT) The Transition Radiation Tracker (TRT) consists of 73
(160) layers of drift tubes, with 4 mm diameter aligned along the beam axis in the barrel (endcap)
region. The drift tubes are filled with Xe(or Ar)-rich gas and operated as drift chambers. The
space between the tubes is filled with polyprene fibers, and transition radiation occurs when
a charged particle traverses the tubes. The photons produced by the transition radiation are
typically 5 – 7 keV, which is sufficiently larger than the ionization loss energy of 1 – 2 keV to
determine if transition radiation has occurred. Since electrons have an average probability of
transition emission of 20% per tube, transition emission is used to distinguish between electrons
and pions.

A single charged particle leaves an average of one hit in the IBL detector, four hits in the Pixel
detector, and eight hits in the SCT detector. Although the resolution of the TRT detector is lower
than other IDs, it makes a significant contribution to the determination of the track momentum
since charged particles leave an average of 32 hits when they pass through the TRT detector.
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Figure 1.3: Cut-away view of the ATLAS calorimeter system.

Calorimeters must provide good containment for electromagnetic and hadronic showers, and
must also limit punch-through into the muon system. Hence, calorimeter depth is an important
design consideration. The total thickness of the EM calorimeter is > 22 radiation lengths (X0)
in the barrel and > 24 X0 in the end-caps. The approximate 9.7 interaction lengths (l ) of active
calorimeter in the barrel (10 l in the end-caps) are adequate to provide good resolution for high-
energy jets (see table 1.1). The total thickness, including 1.3 l from the outer support, is 11 l
at h = 0 and has been shown both by measurements and simulations to be sufficient to reduce
punch-through well below the irreducible level of prompt or decay muons. Together with the large
h-coverage, this thickness will also ensure a good Emiss

T measurement, which is important for many
physics signatures and in particular for SUSY particle searches.

1.3.1 LAr electromagnetic calorimeter

The EM calorimeter is divided into a barrel part (|h | < 1.475) and two end-cap components
(1.375 < |h | < 3.2), each housed in their own cryostat. The position of the central solenoid in
front of the EM calorimeter demands optimisation of the material in order to achieve the de-
sired calorimeter performance. As a consequence, the central solenoid and the LAr calorimeter
share a common vacuum vessel, thereby eliminating two vacuum walls. The barrel calorimeter
consists of two identical half-barrels, separated by a small gap (4 mm) at z = 0. Each end-cap
calorimeter is mechanically divided into two coaxial wheels: an outer wheel covering the region
1.375 < |h | < 2.5, and an inner wheel covering the region 2.5 < |h | < 3.2. The EM calorimeter is
a lead-LAr detector with accordion-shaped kapton electrodes and lead absorber plates over its full
coverage. The accordion geometry provides complete f symmetry without azimuthal cracks. The

– 8 –

(a) Calorimeters

2008 JINST 3 S08003

Figure 1.4: Cut-away view of the ATLAS muon system.

1.4 Muon system

The conceptual layout of the muon spectrometer is shown in figure 1.4 and the main parameters
of the muon chambers are listed in table 1.4 (see also chapter 6). It is based on the magnetic
deflection of muon tracks in the large superconducting air-core toroid magnets, instrumented with
separate trigger and high-precision tracking chambers. Over the range |h | < 1.4, magnetic bending
is provided by the large barrel toroid. For 1.6 < |h | < 2.7, muon tracks are bent by two smaller
end-cap magnets inserted into both ends of the barrel toroid. Over 1.4 < |h | < 1.6, usually referred
to as the transition region, magnetic deflection is provided by a combination of barrel and end-cap
fields. This magnet configuration provides a field which is mostly orthogonal to the muon trajec-
tories, while minimising the degradation of resolution due to multiple scattering. The anticipated
high level of particle flux has had a major impact on the choice and design of the spectrome-
ter instrumentation, affecting performance parameters such as rate capability, granularity, ageing
properties, and radiation hardness.

In the barrel region, tracks are measured in chambers arranged in three cylindrical layers
around the beam axis; in the transition and end-cap regions, the chambers are installed in planes
perpendicular to the beam, also in three layers.

– 11 –

(b) Muon spectrometers

Figure 3.6: Layout of the calorimeters and Muon spectrometers (MSs) in the ATLAS detector. The figures
are taken from Ref. [54].

3.2.4 Calorimeters

Calorimeters are installed outside the IDs and consist of electromagnetic and hadronic calorimeters.
Electromagnetic calorimeters measure the energy of electrons and photons using electromagnetic
showers, while hadronic calorimeters measure the energy of hadrons using hadron showers. The
layout of the calorimeters is illustrated in Figure 3.6(a).

Electromagnetic calorimeter The electromagnetic calorimeter is a sampling calorimeter with
a lead absorber, filling its gap with liquid argon. Charged particles entering the liquid argon
cause ionization, and free electrons drift to the electrodes by the electric field. The drift time is
very slow (600 ns), leading to significant contributions from other bunch crossings. However, the
triangular-shaped pulse is sampled by bipolar pulse shaping [62] to cancel contributions from
other bunch crossings. The ATLAS electromagnetic calorimeter has an excellent granularity,
especially in the 𝜂 direction of the first layer (0.003), which enables discrimination between a
shower produced from a single photon and two photons from the decay of a neutral pion. This
granularity also provides a more accurate measurement of the direction of the photon (“photon
pointing”), which contributed to the measurement of the invariant mass with high precision in the
𝐻 → 𝛾𝛾 measurement.

Hadronic calorimeter Hadron calorimeters consist of different absorbers and active materials
depending on their location. The Tile Calorimeter (TileCal), installed in the barrel region
(|𝜂 | < 1.7), is a sampling calorimeter composed of layers alternating between steel absorbers and
scintillating tiles as active materials. The hadronic endcap calorimeters (HEC), installed in the
endcap region (1.5 < |𝜂 | < 3.2), utilizes copper as the absorber to improve compactness and
liquid argon as the active material. The forward calorimeters (FCal), installed in the forward
region (3.1 < |𝜂 | < 4.9), use tungsten as absorbers to suppress the spread of hadronic showers.
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Table 3.3: Coverage and performance of each MS [54]. Due to the higher rate in the forward direction, the
TGC and CSC with greater rate tolerance are positioned.

Detector Type Coverage Resolution

𝑧/𝑅 𝜙 Time

MDT Precise measurement 0 < |𝜂 | < 2.7 30 µm (𝑧) – –
CSC Precise measurement 2.0 < |𝜂 | < 2.7 40 µm (𝑅) 5 mm 7 ns
RPC Triggering events 0 < |𝜂 | < 1.05 10 mm (𝑧) 10 mm 1.5 ns
TGC Triggering events 1.05 < |𝜂 | < 2.7 2 – 6 mm (𝑅) 3 – 7 mm 4 ns

3.2.5 Muon spectrometers

MSs are installed at the outermost layer of the ATLAS detector as shown in Figure 3.6(b). MSs
consist of four types of detectors: Resistive Plate Chamber (RPC), Thin Gap Chamber (TGC),
Monitored Drift Tube (MDT), and Cathode Strip Chamber (CSC). MSs are classified into two
types: RPC and TGC for triggering events, and MDT and CSC for precise measurements. The
RPC and MDT detectors are installed in the barrel region, while the TGC, MDT, and CSC
detectors are installed in the endcap region. The coverage and performance of each MS are
summarized in Table 3.3.

Resistive Plate Chamber (RPC) The RPC consists of two high resistive plates with a 2 mm
insulator inserted. The gas volume between the two plates is filled with C2H2F4 based gas mixture.
The high voltage application of 9.8 kV and thin gap widths produce a sharp signal rise. Strips are
placed orthogonally to calculate positions in the 𝜂 and 𝜙 coordinates.

Thin Gap Chamber (TGC) The TGC is a Multi Wire Proportional Chamber (MWPC) filled
with CO2/n-C5H12 mixture gas, which determines the 𝑅 and 𝜙 position from a two-dimensional
readout by wires and strips. The wires and strips are placed with a pitch of 1.4 mm, shorter than
the pitch between the wires, resulting in a high detector time response and rate tolerance.

Monitored Drift Tube (MDT) The MDT consists of six or eight layers of drift tubes of 30 mm
diameter filled with Ar/CO2 mixture gas. Electrons produced by ionization are collected by the
anode wire placed at the center of the drift tube. The MDT measures the position of tracks based
on the drift time of the electrons.

Cathode Strip Chamber (CSC) The CSC is a MWPC placed in the |𝜂 | > 2 region, where
hit rates are expected to be too high for the MDTs to be sufficiently tolerant. The detector is
filled with Ar/CO2 mixture gas. Two cathode strips are placed orthogonally, allowing for the
measurement of the 𝑅 and 𝜙 coordinates.
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Figure 1: The ATLAS TDAQ system in Run 2 with emphasis on the components relevant for triggering. L1Topo
and FTK were being commissioned during 2015 and not used for the results shown here.

has decreased from 50 to 25 ns. Due to the larger transverse beam size at the interaction point (�⇤ =
80 cm compared to 60 cm in 2012) and a lower bunch population (1.15 ⇥ 1011 instead of 1.6 ⇥ 1011

protons per bunch) the peak luminosity reached in 2015 (5.0 ⇥ 1033 cm�2 s�1) was lower than in Run 1
(7.7 ⇥ 1033 cm�2 s�1). However, due to the increase in energy, trigger rates are on average 2.0 to 2.5
times larger for the same luminosity and with the same trigger criteria (individual trigger rates, e.g. jets,
can have even larger increases). The decrease in bunch-spacing also increases certain trigger rates (e.g.
muons) due to additional interactions from neighbouring bunch-crossings (out-of-time pile-up). In order
to prepare for the expected higher rates in Run 2, several upgrades and additions were implemented during
LS1. The main changes relevant to the trigger system are briefly described below.

In the L1 Central Trigger, a new topological trigger (L1Topo) consisting of two FPGA-based (Field-
Programmable Gate Arrays) processor modules was added. The modules are identical hardware-wise and
each is programmed to perform selections based on geometric or kinematic association between trigger
objects received from the L1Calo or L1Muon systems. This includes the refined calculation of global
event quantities such as missing transverse momentum (with magnitude Emiss

T ). The system was fully
installed and commissioned during 2016, i.e. it was not used for the data described in this paper. Details
of the hardware implementation can be found in Ref. [17]. The Muon-to-CTP interface (MUCPTI) and
the CTP were upgraded to provide inputs to and receive inputs from L1Topo, respectively. In order to
better address sub-detector specific requirements, the CTP now supports up to four independent complex
dead-time settings operating simultaneously. In addition, the number of L1 trigger selections (512) and

5

図 2.20 ATLAS実験のRun-2におけるトリガーシステムの概要 [6]。Level-1 Trigger、High

Level Triggerの 2段階のトリガーを用いてデータ取得を行っている。

Figure 3.7: Overview of the trigger and data acquisition system in Run 2. The left side illustrates the trigger
system, while the right side shows the data acquisition system. The trigger system consists of the Level-1
Trigger and the High-Level Trigger. The figure is taken from Ref. [63].

3.3 Trigger and Data Acquisition

In the ATLAS detector, beam collisions occur at 40 MHz, resulting in a data acquisition rate of up
to O(1) PB per second to acquire every event. On the other hand, the cross-section of events that
produce weak bosons, Higgs bosons, or top quarks of our interest is 6 – 8 orders of magnitude
smaller compared to the total inelastic scattering cross-section that occurs in proton-proton
collisions. Therefore, in the ATLAS experiment, the detector signals are used to quickly determine
whether a collision event is of interest before recording the data. The system that determines the
events of our interest to be recorded is called the “trigger system”, and the system that temporarily
holds the data and records them when an event is triggered is called the “data acquisition system”.
Figure 3.7 illustrates the trigger and data acquisition system in Run 2. Details of the trigger system
will be discussed in Section 3.3.1. Section 3.3.2 describes the missing transverse momentum
trigger, which is essential to acquire data for this analysis.
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3.3.1 Overview of the trigger system

The trigger system of the ATLAS detector consists of the Level-1 Trigger (L1 Trigger) for
hardware-based fast trigger decision and the High-Level Trigger (HLT) for software-based precise
trigger decision.

Level-1 Trigger (L1 Trigger) The L1 Trigger consists of calorimeter-based Level-1 Calo
(L1Calo), muon-spectrometer-based Level-1 Muon (L1Muon), and Central Trigger, which
combines trigger decision from L1Calo and L1Muon. The L1 Trigger sends the 𝜂 and 𝜙

information of issued triggers, called Region of Interest (RoI), to the HLT for more precise trigger
decisions.

High-Level Trigger (HLT) The HLT uses the detector information around the RoI to reconstruct
objects with an algorithm similar to an offline algorithm to perform more precise trigger decisions.
The trigger rate is reduced to 1 kHz by the HLT.

3.3.2 Missing Transverse Momentum Trigger

As discussed in Chapter 2, this analysis utilizes the “jets+𝐸miss
T ” signature to search for SUSY

particles. Since the missing transverse momentum trigger (𝐸miss
T trigger) is the most effective

way to obtain such data, this section briefly describes the algorithm of the 𝐸miss
T trigger in the

L1 Trigger and HLT. Due to time constraints, only the calorimeter information is used in both
algorithms. More details are given in Ref. [64].

L1 Trigger algorithm The analog sum of signals from calorimeter cells is taken to form
“towers”, with a size of approximately Δ𝜂 × Δ𝜙 = 0.1 × 0.1, and thresholds are set to the digitized
signal to reduce calorimeter noise. The towers are combined to form larger towers, with a size of
approximately Δ𝜂 × Δ𝜙 = 0.2 × 0.2, known as “jet elements”. The missing transverse momentum
is calculated by taking the negative vector sum of the jet elements.

HLT algorithm The calibrated energy information obtained from the calorimeter is used
when calculating the missing transverse momentum in the HLT. During 2015 – 2016, 𝐸miss

T was
calculated using jets since the reconstructed jet energy was corrected for the pileup effect, referred
to as the “Jet-based” algorithm. In 2017, when the number of simultaneous proton-proton
collisions increased, a new algorithm called the “Pileup-fit” algorithm was used. Calorimeter
signals are divided into those with low and high energy deposits, and the former is used to estimate
the contribution from collisions of non-interest, event by event. This allowed the performance of
the trigger to be maintained despite the increased number of proton-proton collisions.
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3.4 Future Upgrades

The LHC Run 3 period has started in 2022, increasing the center-of-mass energy to 13.6 TeV and
is expected to obtain about 400 fb−1 data, including the data acquired in previous runs, by the
end of 2025. After a three-year shutdown period, the center-of-mass energy will be increased to
14 TeV and is expected to obtain about 3000 – 4000 fb−1 of data in about ten years. This period is
called the High-Luminosity LHC (HL-LHC), and the high statistics will be utilized to detect new
particles with small production cross-sections and to make precise measurements of the Higgs
boson. The HL-LHC increases the instantaneous luminosity by a factor of 5 to 7.5 relative to the
nominal value to achieve high statistics. However, this increase in luminosity will also result in
a significant rise in radiation levels due to an increase in the mean number of interactions per
crossing. The IDs located in the innermost part of the detector will be upgraded to address the
situation. The trigger rate will increase significantly, necessitating upgrades to the trigger system,
the data acquisition system, and the electronics. Specifically, the muon system will install a new
muon chamber, and the trigger system will be substantially upgraded.

Inner Detector Upgrade In the HL-LHC, all IDs, including the TRT, are replaced by an
all-silicon tracker, composed of pixel and strip detectors, referred to as the Inner Tracker (ITk).
The ITk offers more forward coverage, which improves the acceptance range from |𝜂 | = 2.5
to |𝜂 | = 4.0. This results in better sensitivity to physics that generates particles in the forward
direction, for example, the Vector Boson Fusion (VBF) process. The innermost layer will be
placed at 34 mm, which is slightly farther away compared to the IBL, but the pixel size will
be reduced to Δ𝜙 × Δ𝑧 = 25 µm × 100 µm, finer than the current Δ𝜙 × Δ𝑧 = 50 µm × 250 µm
pitch size. The pixel size for pixel detectors other than the innermost layer is designed to be
Δ𝜙 × Δ𝑧 = 50 µm × 50 µm. The proposed upgrade to the ITk significantly increases the number
of channels for both strips and pixels. Specifically, the upgrade increases the number of channels
by a factor of ten for strips and sixty for pixels.

Muon System Upgrade The current detector layout has an area in the center of the barrel
region that the RPC does not cover due to the presence of the toroidal magnet and the supporting
feet. As a result, the detector acceptance is limited to approximately 70%. Furthermore, the
transition region between the endcap and the barrel region (1.0 < |𝜂 | < 1.3) is not fully covered
by the New Small Wheel (NSW) detector recently introduced in Run 3. New RPC detectors will
be added to the innermost layer to cover the dead zone. The two-layer TGC chamber located in
the barrel-endcap transition area will be upgraded to a three-layer TGC chamber to accommodate
higher trigger rates in the TGC chamber. Some MDT chambers located in the innermost layer of
the barrel area will be replaced by MDT chambers consisting of tubes with smaller radii. To cope
with higher trigger rates, the HL-LHC plans to upgrade the electronics of the muon system and
introduce more complex algorithms by increasing the circuit size and processing time. Additional
information about the upgrade to the muon system, along with my personal contributions, can be
found in Appendix B.

44



Chapter 4
Data and Monte Carlo Simulation

This thesis uses data collected by the ATLAS detector in proton-proton collisions in the LHC.
SM background and signal yields are estimated using Monte Carlo (MC) simulation samples.
Details of the data and MC simulations are discussed in this chapter.

4.1 ATLAS Run 2 data

During Run 2 (2015 – 2018), LHC has delivered
√

s = 13 TeV proton-proton collision data with
integrated luminosity of 156 fb−1, of which 147 fb−1 were recorded by the ATLAS detector.
As physics analyses require that the recorded data pass standard data quality requirements in
ATLAS [65], the actual data used in the physical analysis is 140.1 ± 1.2 fb−1 with uncertainty of
0.83% [59], measured by the LUCID-2 (LUminosity Cherenkov Integrating Detector) detector [66].
The integrated luminosity of the data for physics analyses during 2015, 2016, 2017, and 2018 is
3.24, 33.40, 44.63, and 58.79 fb−1, respectively [59].

During Run 2, the mean number of interactions per crossing drastically changed due to increased
instantaneous luminosity, as illustrated in Figure 4.1. This phenomenon in which multiple
proton-proton collisions occur in a single proton bunch collision is called “pileup”.

4.2 Monte Carlo Simulation

At the LHC, multiple proton-proton collisions occur in a single proton-bunch collision. Also,
depending on the time resolution of the detector, signals from other bunch collisions may affect
the measurement. To accurately estimate the number of SM background and signal yields, it is
necessary to simulate all the physical processes that occur in proton-proton collisions. Section 4.2.1
briefly overviews the simulated physics processes in proton-proton collisions. Sections 4.2.2
and 4.2.3 provide details of the configurations to generate simulation samples for SM backgrounds
and signals, respectively. Finally, the cross-sections of the SM backgrounds and signals are
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Figure 4.1: Mean number of interactions per
crossing for each data-taking year. The blue
histogram shows the distribution throughout the
period, with a mean of 33.7. The figure is taken
from Ref. [67].
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Figure 4.2: Illustration of the event generation
step of a 𝑡𝑡ℎ event. ℎ1, ℎ2 represent the colliding
hadrons, and 𝑎, 𝑏 denote the hard-scattering par-
tons within each hadron. The prominent red blob
in the center represents the hard-scattering pro-
cess, followed by smaller red blobs depicting the
decay of the top quarks and the Higgs boson. The
purple blob represents the interaction between
other partons of the same proton contributing to
the hard-scattering process, referred to as “Under-
lying events” (denoted as “UE”). The light-green
blobs represent the hadronization step, followed
by dark-green blobs, illustrating the decay of had-
rons. The yellow line represents the radiation of
photons. The figure is taken and revised from
Ref. [68].

Fig. 1 Pictorial representation of a tt̄h event as produced by an event generator. The hard interaction (big
red blob) is followed by the decay of both top quarks and the Higgs boson (small red blobs). Additional
hard QCD radiation is produced (red) and a secondary interaction takes place (purple blob) before
the final-state partons hadronise (light green blobs) and hadrons decay (dark green blobs). Photon
radiation occurs at any stage (yellow).

on the understanding of LHC physics. The construction, maintenance, validation and extension of event
generators is therefore one of the principal tasks of particle-physics phenomenology today.

The inner working of event generators

Fig. 1 pictorially represents a hadron-collider event, where a tt̄h final state is produced and evolves by
including effects of QCD bremsstrahlung in the initial and final state, the underlying event, hadronisation
and, finally, the decays of unstable hadrons into stable ones. Event generators usually rely on the fac-
torisation of such events into different well-defined phases, corresponding to different kinematic regimes.
In the description of each of these phases different approximations are employed. In general the central
piece of the event simulation is provided by the hard process (the dark red blob in the figure), which
can be calculated in fixed order perturbation theory in the coupling constants owing to the correspond-
ingly high scales. This part of the simulation is handled by computations based on matrix elements,
which are either hard-coded or provided by special programs called parton-level or matrix-element (ME)
generators. The QCD evolution described by parton showers then connects the hard scale of coloured
parton creation with the hadronisation scale where the transition to the colourless hadrons occurs. The
parton showers model multiple QCD bremsstrahlung in an approximation to exact perturbation theory,
which is accurate to leading logarithmic order. At the hadronisation scale, which is of the order of a
few ΛQCD, QCD partons are transformed into primary hadrons (light green blobs) by applying purely
phenomenological fragmentation models having typically around ten parameters to be fitted to data.
The primary hadrons finally are decayed into particles that can be observed in detectors. In most cases
effective theories or simple symmetry arguments are invoked to describe these decays. Another impor-
tant feature associated with the decays is QED bremsstrahlung, which is simulated by techniques that
are accurate at leading logarithmic order and, eventually, supplemented with exact first-order results. A
particularly difficult scenario arises in hadronic collisions, where remnants of the incoming hadrons may
experience secondary hard or semi-hard interactions. This underlying event is pictorially represented by
the purple blob in Fig. 1. Such effects are beyond QCD factorisation theorems and therefore no complete
first-principles theory is available. Instead, phenomenological models are employed again, with more
parameters to be adjusted by using comparisons with data.

3

h1 h2

a b

summarized in Section 4.2.4. In addition to estimating SM background and signal yields, samples
generated by MC simulations are used to assess the impact of systematic uncertainties. The
systematic uncertainties considered in this thesis are further discussed in Section 8.

4.2.1 General description

Hard-scatter Event Generation Figure 4.2 illustrates the event generation step of a 𝑡𝑡ℎ event.
The hard-scattering process from proton-proton collisions can be estimated by factorizing the
calculation into two components: the perturbatively calculable part, corresponding to the Matrix
Element (ME), and the perturbatively non-calculable part, corresponding to the parton shower and
fragmentation. Parton shower and fragmentation are predicted by phenomenological models with
parameters tuned to match observations. In proton-proton collisions, interactions between other
partons of the same proton also contribute to the hard-scattering process, referred to as “underlying
events”, which can be modeled using data. The differential cross-section of an observable O can
be described as [69]
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𝑑𝜎

𝑑O =
∑︁
𝑎,𝑏

∫ 1

0
𝑑𝑥𝑎𝑑𝑥𝑏

∑︁
𝐹

∫
𝑑Φ𝐹 𝑓

ℎ1
𝑎 (𝑥𝑎, 𝜇𝐹) 𝑓 ℎ2

𝑏
(𝑥𝑏, 𝜇𝐹)

𝑑𝜎̂𝑎𝑏→𝐹

𝑑Ô
𝐷𝐹

(
Ô → O, 𝜇𝐹

)
,

(4.1)

where 𝑎, 𝑏 represents the partonic constituents in the colliding hadrons ℎ1, ℎ2, and 𝑑Φ𝐹 is the
standard phase space differential in the final state. The energy scale at which the perturbatively
calculable and non-calculable parts are separated is called the “factorization scale” and is denoted
as 𝜇𝐹 . The Parton Density Function (PDF) 𝑓 ℎ

𝑗

(
𝑥 𝑗 , 𝜇𝐹

)
describes the momentum fraction that a

parton of type 𝑗 carries within the hadron ℎ at the factorization scale. The partonic scattering
cross-section 𝑑𝜎̂𝑎𝑏→𝐹 can be calculated as

d𝜎̂𝑎𝑏→𝐹 =
1

2𝑠𝑎𝑏
|M𝑎𝑏→𝐹 |2 (Φ𝐹 ; 𝜇𝐹 , 𝜇𝑅) , (4.2)

where 1/2𝑠𝑎𝑏 represents the parton flux factor. M is the matrix element, summed over all
possible intermediate states and phase space of 𝑎𝑏 → 𝐹 at the factorization scale 𝜇𝐹 and the
renormalization scale 𝜇𝑅. The strong coupling constant in the matrix element is subject to
quantum corrections, such as corrections to the quark and gluon self-energies, with values varying
with the energy scale, referred to as the renormalization scale. The evolution of the parton
emission from the matrix element is complemented by the parton shower approximation. Since
the probability of one parton splitting into two can be calculated using the Dokshitser-Gribov-
Lipatov-Altarelli-Parisi (DGLAP) evolution equations [70–72], the parton shower approximation
predicts the partonic final state by repeating the parton splitting process until the momentum of
the parton reaches O(1) GeV.

The final part of the equation is the fragmentation function 𝐷𝐹 , which represents the evolution
from the partonic final state to the color-neutral final state, and Ô represents an observable at the
partonic final state. The fragmentation process is modeled by the Lund string model [73].

Pileup Simulation Pileup arises from the same proton-proton collision as the hard-scattering
or from surrounding bunch crossings, which is complex and requires intensive CPU consumption
for simulation. The pileup events produced with Pythia 8.186, A3 tune, and MSTW2008LO
PDF set are overlaid with the hard-scattering MC simulation samples until the pileup distribution
matches the distribution in Figure 4.1.

Detector Simulation The particles produced in the event generation step are passed to the
ATLAS simulation framework [74], based on Geant4 [75], to emulate the detector response.
Signal samples undergo simulation using the Atlfast-II (AFII) [76] fast simulation package. This
package effectively reduces simulation time by parameterizing the detector response against
shower activities.
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4.2.2 SM Background Simulation Samples

This section outlines the configuration details for generating background processes in this thesis.
Background processes are classified into three categories: vector boson production, top production,
and QCD multĳet production. The QCD multĳet production is characterized by multiple jets
appearing in the final state.

Vector boson production At the LHC, the production of single and two vector bosons, known as
single boson and di-boson productions, have relatively large production cross-sections. Feynman
diagrams for single boson and di-boson productions are illustrated in Figure 4.3. For single boson
production, the 𝑡-channel production dominates over the 𝑠-channel production induced by pure
electroweak interactions. In the 𝑡-channel production, jets are produced via strong interactions.
Although di-boson production is usually initiated by quarks, it can also occur through triple and
quadratic gauge-boson couplings, as well as loop-induced gluon-initiated di-boson production.

For single boson (di-boson) production, the event generation, including the matrix element, parton
shower, and hadronization step, is performed using Sherpa 2.2.11/2.2.2 (Sherpa 2.2.2/2.2.1) [68],
depending on the process, with NNPDF3.0nnlo [77]. Since the cross-section is calculated at
next-to-next-to leading order (NNLO) accuracy for single boson productions, the total cross-
section calculated by Sherpa is normalized to NNLO accuracy by applying scale factors given in
Ref. [78].

Figure 4.3: Feynman diagrams illustrating (a) single
boson and (b) di-boson productions. (a) The quark
in the final state is observed as a hadron jet after
parton shower and hadronization. (b) The diagram
represents quark-initiated di-boson production.
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(b) Di-boson

Top production Due to its high energy, the LHC is often called a top quark factory. This energy
results in a high production cross-section of top quarks. About 90% of the top-quark production
is generated by gluon-initiated production, and the remaining 10% is generated by quark-initiated
production. Single top production can be classified into three processes: dominant 𝑡-channel
production, associated 𝑡𝑤-channel, and 𝑠-channel production. Feynman diagrams for top-quark
pair and single top productions are illustrated in Figure 4.4.

The matrix element part is simulated by Powheg [79–82] at next-to-leading order (NLO) accuracy
with NNPDF3.0nlo. The output from Powheg is passed to Pythia 8.230 [83] to simulate
the parton shower and hadronization step, using the A14 tune [84]. The A14 tune is a set of
parameters tuned to match observables sensitive to underlying events, jet structure, and additional
jet emissions. Parameters are tuned using data measured by ATLAS during the LHC Run 1
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period. The decay of heavy-flavour particles is simulated with EvtGen 1.6.0 [85]. Since the
cross-section is calculated at NNLO+NNLL accuracy, the total cross-section calculated by
Powheg is normalized to the NNLO+NNLL accuracy by applying the scale factors given in
Ref. [86].

Figure 4.4: Feynman diagrams illustrating (a) top-
quark pair and (b) single top productions. (a) The
diagram represents gluon-initiated top-quark pair
production. (b) The 𝑡-channel production is the
dominant production mode for single top produc-
tion.

�
g

q

q

V

�
q̄

q

g

V

�
q̄

q

V

V

�
V

V

q′

q

V

V

�
q̄

q

V

V

�
g

g

V

V

�
g

g

t̄

t

�
g

g

t̄

t

1

(a) top-quark pair
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(b) single top

QCD multĳet production Feynman diagrams for QCD multĳet productions are illustrated
in Figure 4.5. The multĳet process has the highest production cross-section, characterized by
multiple jets but no leptons in the final state. The event generation, including the matrix element,
parton shower, and hadronization step, is performed using Pythia 8.235 with NNPDF2.3nlo.
The matrix element is calculated at leading order (LO) accuracy. The A14 tune is used to simulate
the parton shower and the underlying events. The decay of heavy-flavour particles is simulated
with EvtGen 1.6.0.

Figure 4.5: Feynman
diagrams illustrating
QCD multĳet produc-
tions.
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4.2.3 Signal Simulation Samples

The following section describes the details of the signal model simulation samples described
in Section 2.5. Feynman diagrams for the pair production of electroweakinos are illustrated
in Figure 4.6. Signal simulation samples with pure higgsino-like states are produced for each
production mode: 𝜒̃0

2 𝜒̃
0
1 , 𝜒̃0

2 𝜒̃
±
1 , 𝜒̃0

1 𝜒̃
±
1 , 𝜒̃±1 𝜒̃

∓
1 . The mass difference Δ𝑚( 𝜒̃±1 , 𝜒̃

0
1) and LSP mass

𝑚( 𝜒̃0
1) considered are 0.25 – 1.5 GeV and 85 – 225 GeV, respectively.

The samples are generated with MadGraph v2.9.5 [87] for the matrix element and Pythia 8.306
for showering. The cross-sections and their uncertainties are calculated to NLO+NLL accuracy
using the Resummino [88] package. Since the decay of electroweakinos is calculated by Pythia,
the polarization of the𝑊/𝑍 boson produced by the chargino or neutralino decay is not considered.
As MadSpin [89, 90] takes spin into account in event generation, a comparison of the MadSpin
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Figure 4.6: Feynman
diagrams illustrating
pair productions of elec-
troweakinos.
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and Pythia distributions shows that there is no significant difference in the kinematics of the final
state particles due to the polarization of the𝑊/𝑍 boson.

4.2.4 Summary of Simulation Samples

The MC generator setup for SM background and signal samples used in this thesis is summarized
in Table 4.1. As discussed in Chapter 1, achieving the “jets+𝐸miss

T ” signature in this thesis requires
a large 𝐸miss

T . Background processes with sufficient cross-section and neutrinos in the final state,
considered as potential backgrounds, include the production of single bosons (𝑊, 𝑍), top quarks,
and di-bosons (𝑊𝑊,𝑊𝑍, 𝑍𝑍), as depicted in Figure 4.7(a). The production cross-sections of
these backgrounds range from about 101 – 103 pb. In contrast, the production cross-sections of
signal processes typically reach up to 101 pb, as illustrated in Figure 4.7(b).

Table 4.1: Summary of generator setup for SM background and signal samples.

Process Matrix element Parton shower Tune PDF set Cross-section

V = (W, Z, 𝛾) production
𝑉+jets Sherpa 2.2.11/2.2.2 Sherpa standard NNPDF3.0nnlo NNLO
𝑉𝑉 Sherpa 2.2.2/2.2.1 Sherpa standard NNPDF3.0nnlo Generator NLO

Top production
𝑡𝑡 Powheg Box Pythia 8.230 A14 NNPDF3.0nlo NNLO+NNLL

single top Powheg Box Pythia 8.230 A14 NNPDF3.0nlo NNLO+NNLL

Other
QCD multĳet Pythia 8.235 A14 NNPDF2.3lo Generator LO

BSM production
Signal MadGraph v2.9.5 Pythia 8.306 A14 NNPDF2.3lo NLO+NLL
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Figure 4.7: Production cross-section of (a) SM background processes and (b) signal processes. (a) The total
and fiducial production cross-sections measured in the LHC are illustrated in blue, orange, and purple filled
areas, corresponding to measurements with a different center-of-mass energy. The gray filled area shows
the cross-section calculated at NLO or higher. (b) Production cross-sections of charginos, neutralinos, and
sleptons. The production cross-section of higgsinos is plotted as the sum of all possible production modes.
The figures are taken from Ref. [91] and Ref. [92].

51



Chapter 5
Event Reconstruction

Particles produced in proton-proton collisions leave characteristic signals in the detector unique
to their respective particle types, as illustrated in Figure 5.1. These signals are used to reconstruct
four vectors representing the produced particles, referred to as “objects”. In the first step, tracks,
vertices, and calorimeter clusters (Topo-clusters) are reconstructed as fragmentary information of
the produced particles. These objects are further combined to reconstruct objects that closely
resemble the true information of the produced particles. These reconstructed objects are called
“physics objects” and include jets, leptons, photons, and missing transverse momentum. This
chapter describes the reconstruction algorithm used in the analysis.

5.1 Overview of Event Reconstruction

Figure 5.2 illustrates the event reconstruction flow used in this thesis. Raw detector information is
combined to form tracks, vertices, and topo-clusters, referred to as “low-level objects”. Section 5.2
discusses the algorithms for reconstructing low-level objects. The low-level objects are combined
to reconstruct physics objects, such as jets, muons, electrons, and photons. These physics
objects must meet specific “identification” criteria and kinematic selections to form “baseline”
objects, which is further discussed in Section 5.3. To resolve the potential ambiguity arising
from the reconstruction of multiple baseline objects from a single particle, a procedure called
“overlap removal” is implemented and further discussed in Section 5.3.3. The missing transverse
momentum is calculated using all baseline objects, which is described in Section 5.3.4. The
baseline objects are subject to more stringent quality and “isolation” requirements to ensure a
higher purity of the objects, referred to as “signal” objects.

In this thesis, charged particles produced by the decay of charginos and neutralinos have very
low momentum and can only be reconstructed as tracks. Therefore, we require a more stringent
selection for low-level tracks and consider them physics objects in this analysis. Since the
selection of signal tracks is not standard but rather unique to this analysis, it will be described in
Chapter 6. The definitions of the baseline and signal objects used in this analysis are summarized
in Section 5.4.
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Figure 5.1: Schematic view of various particles passing through the ATLAS detector, leaving characteristic
signals in the detector. The figure shows hit information represented by yellow dots and energy deposits
displayed through red and blue bars in the electromagnetic and hadronic calorimeters, respectively.
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Figure 5.2: Schematic of the event reconstruction flow utilized in this thesis. The low-level objects are
combined to form physics objects. The energy or momentum of physics objects is calibrated and required
to pass baseline selections to form baseline objects. The overlap removal step resolves the ambiguity of
baseline objects. The missing transverse momentum is calculated using all baseline objects. Finally, all
physics objects must pass more stringent quality and isolation requirements to form signal objects. In this
thesis, signal selections are also required for tracks, and these tracks are considered physics objects.
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5.2 Low-level objects

5.2.1 Tracks and Vertices

Tracks The energy deposits of the charged particles left in the IDs are combined to form
“tracks”, which are used to identify the trajectory of the charged particles. The tracking algorithm
is briefly described below, and a schematic of it is presented in Figure 5.3. More details can be
found in Ref. [93].

The tracks are reconstructed through the following steps.

1. Space Point Creation : Adjacent hits in the pixel and SCT detectors are merged to form
“clusters”. The clusters are then converted to three-dimensional position information called
“space points”.

2. Pixel & Strip Seed Finding : Track seeds are formed by combining three space points from
the pixel or the SCT detector. Selections on longitudinal impact parameters are applied at
this point to suppress low-quality track seeds and reduce computational time. From Run 2,
fake track seeds are further suppressed by requiring an additional space point in another
layer called the “confirmation space point”.

3. Track Finding : Track seeds are extrapolated by the combinatorial Kalman filter [94] to
determine the pixel and SCT modules through which the track could pass.

4. Ambiguity Resolving : During the track finding step, multiple track candidates are
reconstructed with overlap, and ambiguity among them must be resolved. To resolve the
overlap between tracks, “track scores” are calculated based on the number of hits and holes,
the track 𝑝T, and other criteria. Tracks with low scores are considered fake and discarded
at this point. When multiple tracks share the same clusters, called “shared hits”, they are
assigned to the track with lower scores. Tracks with multiple shared hits are also considered
fake tracks and are discarded.

5. TRT Extended Track Refit : Tracks are extended to the TRT detector, and if hits are
found successfully, the fitting procedure and track scoring are repeated. If the track score is
higher than the pixel and SCT detector only fit, the TRT hit is added to the track. If the
track score is lower, the TRT hit is recorded as an “outlier” of the track.

The reconstructed tracks are described with five parameters (𝑑0, 𝑧0, 𝜙, 𝜃, 𝑞/𝑝), as illustrated
in Figure 5.4. The transverse impact parameter, denoted by 𝑑0, refers to the closest transverse
distance between the beam position and the tracks. On the other hand, the longitudinal impact
parameter, denoted by 𝑧0, refers to the distance between the primary vertex and the nearest point
of contact between the beam position and the tracks along the longitudinal axis. 𝜙 and 𝜃 are the
azimuthal and polar angles of the tracks. 𝑞/𝑝 is the ratio between the charge and the momentum
of the track.
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Figure 5.3: Schematics of the track recon-
struction process. The dotted line repres-
ents a charged particle passing through the
ID. The track reconstruction begins with
forming space points depicted as yellow
dots. A track seed is created from three
space points, and a confirmation space
point is required to suppress fake tracks.
Tracks are reconstructed by connecting
space points in other layers. In the final
step, tracks are extended to the TRT de-
tector to determine the track momentum
with higher precision.
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Figure 5.4: Schematics of the track parameters viewed from both the beam axis and a viewpoint
perpendicular to the beam axis. The track parameters are calculated based on the closest point of the track
to the beam axis in the 𝑥–𝑦 plane, referred to as the “perigee” point. All track parameters indicated by
blue lines or symbols are calculated with respect to the perigee point. Red and yellow dots represent the
hard-scattering vertex and perigee point, respectively.
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Primary Vertices Vertices are reconstructed by calculating the intersection of reconstructed
tracks. Tracks used to reconstruct the vertices along the beam axis must pass the selection criteria
in Ref. [95]. The vertices are reconstructed through the following steps.

1. Vertex Finding : A vertex seed is defined by taking the beam spot position as the 𝑥, 𝑦
position and the closest point between the track and the beam spot as the 𝑧 position.

2. Vertex Fitting : After defining a vertex seed, the seed and the tracks are used as inputs to the
adaptive vertex fitting algorithm [96]. After each fit, the tracks are reweighted depending
on the compatibility with the vertex position, and the fitting procedure is repeated. After
reaching the minima of the fit, tracks incompatible with the final vertex position are used as
inputs for the new vertex reconstruction procedure.

The above two steps are repeated until all input tracks are associated with vertices or no additional
vertices are reconstructed. The vertex associated with tracks with the most significant Σ𝑝2

T is
defined as the “primary vertex” and considered the hard-scattering point of the event.

5.2.2 Topo-clusters

Energy deposits in the calorimeter cells are combined to form “topo-clusters”. Topo-clusters are
used to reconstruct jets and quantify hadron activity around muons, electrons, and photons. To
discriminate energy deposits from noise (electronic noise, pileup, etc.) in the calorimeter cells,
the calorimeter cell significance is defined by dividing the measured energy deposit by the average
noise level in the electromagnetic scale. Topo-clusters are reconstructed by finding a seed cell
with 4𝜎 significance and merging neighboring cells with 2𝜎 significance. The above process
is repeated, and once no more cells can be merged, all adjacent cells are merged to define the
boundary. If two seed cells are adjacent to each other with cells with 2𝜎 significance, they are
merged to form a single topo-cluster.

5.3 Physics objects

5.3.1 Jets

Hadron jets emerge as focused clusters of particles originating from the hadronization process of
quarks and gluons produced in high-energy proton-proton collisions. Tracks and topo-clusters are
combined to form hadron jets following the procedures described briefly below. In the following,
hadron jets will be abbreviated as “jets”. More details can be found in Ref. [97].
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Particle Flow (PFlow) algorithm Individual hadrons in a jet generally have an energy of
less than 10 GeV. In this low-energy range, the resolution of tracks is much better than that
of calorimeter clusters. Therefore, the energy resolution of reconstructed jets is improved by
prioritizing the use of track information for the energies from charged hadrons. However, since
charged hadrons interact with both the ID and the calorimeters, it is essential to remove the overlap.
The Particle Flow (PFlow) algorithm [97] can identify clusters, whether associated with a track or
not, based on the position and momentum (energy) information of both tracks and topo-clusters.
Details of the PFlow algorithm are described in Appendix C.

Reconstruction A new set of tracks and topo-clusters, provided by the PFlow algorithm, is
combined by the Anti-𝑘𝑡 algorithm [98] to form jets. Tracks must be associated with the primary
vertex, and positions of the topo-clusters are recalculated relative to the primary vertex.

Jet Vertex Tagger (JVT) Jets can originate not only from the primary vertex but also from
pileup vertices. However, our focus lies solely on jets from the primary vertex. Therefore, we
need to mitigate the pileup jets. A practical method is to use the track information to extract the
vertex structure of the jets. The initial step is to classify tracks in the jet as either originating from
the primary vertex or pileup vertices. Subsequently, the ratio of the total momentum of the tracks
to the jet energy is computed for each classification and used for discrimination. The sum of the
track 𝑝T from the pileup vertices is proportional to the number of proton-proton collisions in each
event. The sum of the track 𝑝T is divided by the number of tracks to eliminate the dependency.
The ratio between the sum of the track 𝑝T from the primary vertex and pileup vertices is called
the corrected Jet Vertex Fraction (corrJVF). Since the corrJVF becomes smaller when the number
of tracks from the primary vertex is small, the selection for the corrJVF is adjusted according to
the sum of the 𝑝T of the tracks relative to the jet energy. The final discriminant is called the Jet
Vertex Tagger (JVT). The JVT is exclusively applied to jets with 𝑝T < 60 GeV and those within
the acceptance of the ID (|𝜂 | < 2.4). More details can be found in Ref. [99].

Flavour tagging Jets containing 𝑏-hadrons, referred to as 𝑏-jets, are characterized by the long
lifetime and multiplicity of decay objects from 𝑏-hadrons. Identifying 𝑏-jets involves a two-stage
approach: low-level algorithms that produce discriminants based on track inputs and a high-level
algorithm that combines the output from low-level algorithms to maximize performance. The
low-level algorithm is broadly categorized into two methods: one utilizes the impact parameters
of individual tracks associated with jets, while the other reconstructs secondary vertices using
tracks. In this thesis, the DL1rFixedCutBeff85% working point is used for 𝑏-jet flavour tagging.
This working point employs deep learning classifiers to combine outputs from the low-level
algorithms, and the threshold for the discriminant is set to achieve an 85% efficiency for 𝑏-jet
identification. More details can be found in Ref. [100].

57



Figure 5.5: Dependence of the calibrated jet rel-
ative energy resolution on jet 𝑝T. The blue curve
shows the resolution of the PFlow jet, and the
green curve shows the resolution of the previously
used Electromagnetic Topo-cluster (EMTopo) jet.
The figure is taken from Ref. [101].
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Calibration The measurement from reconstructed jets in sampling calorimeters represents only
a fraction of the total energy. To obtain the complete energy, it is necessary to scale the measured
energy and calibrate the measured energy resolution. The energy scale and resolution of the jets,
referred to as Jet Energy Scale (JES) and Jet Energy Resolution (JER), are calibrated through the
following steps.

• Pileup correction : The energy deposit from pileup contributions is subtracted from the
measured energy in the first step. The median transverse energy density 𝜌 is measured and
multiplied by the “area” of the jet for subtraction.

• MC-based calibration : The energy response in simulations is corrected to match the
response measured in the data. The energy response, denoted as 𝑅 = 𝐸reco/𝐸truth, is
measured as a function of 𝜂 and the energy of the jets and applied to the simulations.

• Global sequential calibration : The energy response between the truth jet and the
reconstructed jet may differ depending on other sources, such as the flavour of the jets.
To account for these variations, additional variables that characterize the jets are used
to correct the energy response, such as the fraction of the measured energy from tracks
associated with the jet.

• In-situ calibration : The final calibration step is applied exclusively to the data to address
the residual difference between the reconstructed jets in the data and the truth jets in the
simulations. The energy ratio between jets and well-measured reference objects, such as 𝑍
bosons, photons, and low-𝑝T jets, is measured in both the data and the simulation. The
calibration process consists of three steps. In the first step, using the multĳet process, the “𝜂
intercalibration” is applied to calibrate the jets in the forward regions (0.8 ≤ |𝜂 | ≤ 4.5). The
second step involves using 𝑍+jets and 𝛾+jets processes to calibrate jets with 𝑝T in the range
of 17 < 𝑝T < 1000 GeV and 25 < 𝑝T < 1200 GeV, respectively. Finally, the calibration
step using the multĳet process is applied to calibrate jets with high 𝑝T up to 2.4 TeV.

Figure 5.5 shows the relative energy resolution of the calibrated jet. It can be seen that the PFlow
algorithm improves the resolution in the low energy range.
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5.3.2 Muons, Electrons, and Photons

This section briefly describes the reconstruction method and performance of muons, electrons, and
photons. Muons, electrons, and photons are defined through three processes: “reconstruction”,
“identification”, and “isolation”. In physical analyses, prompt leptons and photons from the
hard-scattering vertex are particularly interesting. In contrast, leptons from semi-leptonic decays
of hadronic sources and jets misidentified as leptons and photons constitute a significant fraction
of the background events. These objects are called “non-prompt” leptons and photons and can
be reduced by the isolation step. The reconstructed object in MC simulation is further scaled to
match the data through a step called “momentum calibration” for muons and “energy calibration”
for electrons and photons. For electrons and photons, corrections are also applied to the data
to obtain the complete energy. Since electrons and photons are reconstructed using a similar
algorithm, they will be discussed together in this section. More details are given in Appendix C.

Muons Muons are reconstructed using the ID and MS information. In the forward region,
due to the acceptance of the ID, muons are reconstructed with only the information of the ID.
In the identification step, the presence of a kink topology is determined to reduce muons from
in-flight pion and strange meson decays. In addition, the quality of the muon is determined by
the number of hits on the MS. In the isolation step, the magnitude of hadron activity around the
muon is quantified using track and calorimeter information, and a selection is applied to suppress
non-prompt muons. Muons that have passed through the above steps are calibrated using the
invariant mass (𝑚ℓℓ) of 𝐽/𝜓 → 𝜇𝜇 and 𝑍 → 𝜇𝜇 processes for low and high 𝑝T, respectively.
The scale factors are calculated by taking the ratio of the efficiency measured in MC simulation
and data.

Electrons and Photons Electrons and photons are reconstructed by forming “superclusters”
from topo-clusters only using energy measured in the electromagnetic calorimeter, tracks matched
to the topo-clusters, and conversion vertices. Electron identification uses a likelihood discriminant
with inputs from track and electromagnetic calorimeter information. The likelihood discriminant
is formed by probability density functions (pdfs) measured in the 𝑍 → 𝑒𝑒 (for 𝐸T > 15 GeV) and
𝐽/𝜓 → 𝑒𝑒 (for 𝐸T > 15 GeV) processes for signals and backgrounds. Photon identification is
performed by applying cuts to the shower-shape variables of the photons to suppress the hadronic
jet background. In the electron and photon isolation step, hadron activity is quantified using track
and calorimeter information around the reconstructed objects, and a selection is applied to both
variables to reduce non-prompt electrons and photons.

5.3.3 Overlap removal

The overlap removal procedure utilizes collections of electrons, muons, jets, and photons to
eliminate overlapping objects based on the Δ𝑅 between two objects or whether the objects share
ID tracks. When high-momentum hadronic sources undergo semi-leptonic decays, the alignment
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Table 5.1: The order of overlaps removed between reconstructed objects. Target refers to the object that
will either be discarded or kept based on each criterion. Δ𝑅 is calculated as the positional difference
between the reference and target object.

Reference Target Criterion

Electron Muon Reject muon if associated ID track is shared with electron
Electron Photon Reject photon if Δ𝑅 < 0.4
Muon Photon Reject photon if Δ𝑅 < 0.4
Jet Electron Reject electron if Δ𝑅 < min(0.4, 0.04 + 10 GeV/𝑝T(𝑒))
Muon Jet Reject non 𝑏-jet with Δ𝑅 < 0.2
Jet Muon Reject muon if Δ𝑅 < min(0.4, 0.04 + 10 GeV/𝑝T(𝜇))
Jet Photon Reject photon if Δ𝑅 < 0.4

between jets and leptons becomes very close. The Δ𝑅 is adjusted with the lepton 𝑝T to avoid
overlap between these objects. The sequence of removing overlap between the reconstructed
objects is detailed in Table 5.1.

5.3.4 Missing Transverse Energy

In the LHC, the transverse energy of particles produced from the proton-proton collision is
conserved and equal to zero. The total transverse momentum of particles that do not leave signals
in the detector, such as neutrinos or neutralinos, can be calculated by taking the negative vector
sum of the transverse momentum of the reconstructed physics objects and the “soft term”. The soft
term consists of tracks associated with the primary vertex but not with the baseline objects [102].
The vector sum is called the missing transverse momentum (pmiss

T ), and its magnitude is called the
missing transverse energy (𝐸miss

T ). This thesis uses the Tight working point for the 𝐸miss
T to ensure

performance in high pileup environments. The Tight working point calculates the 𝐸miss
T without

forward jets with |𝜂 | > 2.4 and 20 < 𝑝T < 30 GeV, where more pileup jets occur. Modeling of
the 𝐸miss

T and soft term has been verified by comparing distributions in data and simulation for
𝑍 → 𝜇𝜇 events, as given in Figures 5.6(a) and 5.6(b), respectively. The distributions of the data
and the simulation agree well within the assigned systematic uncertainties.

5.4 Summary of Object Selections

The selection criteria for kinematics, identification, and isolation of physics objects are summarized
in Table 5.2. Specific criteria for selecting prompt leptons are used regarding their transverse
distance from the beam axis and longitudinal distance from the primary vertex. Electrons and
muons must fulfill these requirements to be considered for selection.
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Figure 5.6: 𝐸miss
T and soft term distributions in data and simulation for 𝑍 → 𝜇𝜇 events. The bottom panel

shows the ratio of data and simulation. The hatched area corresponds to the combined systematic and MC
statistical uncertainties. The figures are taken from Ref. [103].
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Table 5.2: Summary of object definitions utilized in this thesis.

Property Signal Baseline

Jets

Kinematic 𝑝T > 20 GeV, |𝜂 | < 2.8 𝑝T > 20 GeV, |𝜂 | < 4.5
Pileup mitigation JVT Tight for 𝑝T < 60 GeV, |𝜂 | < 2.4
𝑏-tagging DL1r FixedCutBeff 85% for 𝑝T > 20 GeV, |𝜂 | < 2.5

Muons

Kinematic 𝑝T > 3 GeV, |𝜂 | < 2.5 𝑝T > 3 GeV, |𝜂 | < 2.7
Identification Medium Medium
Isolation PflowLoose_VarRad –
Impact parameter |𝑑0/𝜎(𝑑0) | < 3 & |𝑧0 | < 0.5 mm |𝑧0 | < 0.5 mm

Electrons

Kinematic 𝑝T > 4.5 GeV, |𝜂 | < 2.47
Identification MediumLLH LooseAndBLayerLLH
Isolation Loose_VarRad –
Impact parameter |𝑑0/𝜎(𝑑0) | < 5, |𝑧0 | < 0.5 mm |𝑧0 | < 0.5 mm

Photons

Kinematic 𝑝T > 130 GeV, |𝜂 | < 2.37 𝑝T > 25 GeV, |𝜂 | < 2.37
Identification Tight Tight
Isolation FixedCutTight –
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Chapter 6
Analysis Strategy and Event Selections

This chapter outlines the analysis strategy and the selections applied to define signal regions
(SRs), regions with sufficient signal events relative to background events.

Section 6.1 provides a concise overview of the analysis strategy. Section 6.2 explains the triggers
employed to collect the data in this thesis, while Section 6.3 outlines the fundamental event
cleaning process used to ensure the data quality and reduce beam-induced background. Section 6.4
provides detailed information on the stringent criteria applied to the tracks to identify those
originating from the chargino decay. Section 6.5 summarizes the selection criteria used for the
physics objects and tracks in this analysis to minimize background events and retain signal events.
Moreover, additional selections used to enhance the analysis sensitivity are also presented.

6.1 Analysis Strategy

As outlined in Chapters 1 and 2, this analysis extends the sensitivity to regions with small
mass differences between the higgsinos by requiring a “jets+𝐸miss

T ” and “mildly-displaced track”
signature. Figure 6.1 depicts the Feynman diagram targeted in this analysis. Other production
modes, which generate a chargino, also contribute to leaving a signature of a mildly-displaced
track.

jets+𝑬miss
T signature In regions with a small mass difference, visible decay products are

typically very soft, and signal events can only be detected using the 𝐸miss
T object. To obtain a

high 𝐸miss
T value in the plateau region of the trigger efficiency and minimize the SM backgrounds,

a highly energetic initial state radiation (ISR) jet is required. This jet is necessary to boost the
kinematics of the SUSY system and align the two lightest neutralinos.
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Figure 6.1: Feynman diagram of the higgsino pair-production
process targeted by this analysis. The chargino decays via an
off-shell𝑊 boson to the LSP. In the diagram, the term 𝑗 𝑒𝑡

refers to an ISR jet. After the off-shell𝑊 boson decays, the
resulting pion or lepton leaves a low-𝑝T track in the final state.
The two lightest neutralinos are aligned in the 𝜙 direction
because they are boosted in the opposite direction of the ISR
jet, leading to a large 𝐸miss

T .
χ̃±
1p

p

χ̃0
1

χ̃0
1

π±

jet

Mildly-displaced track signature In high-energy particle collisions, an enormous number
of low-𝑝T tracks are produced by particles in the SM, which have a wide range of lifetimes.
Due to the small mass difference, the lightest chargino and next-to-lightest neutralino have a
mean lifetime long enough to travel a certain distance in the detector before decaying into visible
pions. The distance can range from millimeters to centimeters. The produced pions have enough
momentum to be reconstructed as tracks and are characterized by their transverse impact parameter
(𝑑0), the distance between the interaction point and the track. The typical value of 𝑑0 for these
tracks is O(0.1 – 1) mm. When the track 𝑝T is O(1) GeV, the 𝑑0 resolution of a track, indicated
by 𝜎(𝑑0), is typically around O(0.01 – 0.1) mm as shown in Figure 6.2. Most low-𝑝T tracks
originating from SM particles can be reduced by requiring significant displacements, defined
as 𝑆(𝑑0) ≡ |𝑑0 |/𝜎(𝑑0). This allows for high sensitivity even when requiring low-𝑝T tracks
around the reconstruction threshold. While the chargino has a relatively long lifetime, it is still
short enough to decay before reaching the innermost layer of the tracking detector. Therefore,
the standard algorithm is sufficient to reconstruct mildly-displaced tracks. Figure 6.3 shows a
schematic of the analysis strategy.

6.2 Trigger Selections

In this thesis,
√

s = 13 TeV proton-proton collision data collected by 𝐸miss
T triggers are used to

define the SRs. These triggers are designed to target high 𝐸miss
T originating from neutralinos

recoiling against the ISR jet. Figure 6.4 shows that the 𝐸miss
T trigger efficiency fluctuates across

data-taking periods, reflecting different configurations optimized for varying pileup conditions.
The configuration of the 𝐸miss

T triggers for each data-taking period is summarized in Table 6.1,
with the algorithms described in Section 3.3.2. In this thesis, a lower cut of 𝐸miss

T > 300 GeV is
applied to the data collected by the 𝐸miss

T trigger, where the 𝐸miss
T trigger is fully efficient. Data

collected by single-muon, single-electron, and single-photon triggers are additionally used to
estimate background yields of the SM, as discussed in Chapter 7.
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Figure 6.2: Resolution of transverse and longitudinal impact parameters measured in simulation and data
as a function of track 𝑝T. The resolutions were measured in minimum-bias simulation and in 2016 data.
The figures are taken from Ref. [104].
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Figure 6.3: Schematic of the analysis strategy. The left side shows the cross-section of the ID and the
calorimeter of the ATLAS detector. The pair-produced neutralinos are boosted in the opposite direction of
the ISR jet, producing a large pmiss

T . The right side shows a magnified view of the ID, illustrating a pion
track with a relatively large impact parameter due to the relatively long lifetime of the chargino.
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Figure 6.4: 𝐸miss
T trigger efficiency for

each data-taking period during Run 2.
The data is collected by reconstructing a
𝑍 boson from two muons. Since muons
are not included in the calculation of
the 𝐸miss

T for triggers, the transverse mo-
mentum of the reconstructed 𝑍 boson
(𝑝T (𝑍)) is used as a proxy for the 𝐸miss

T .
The figure is taken from Ref. [64].
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Table 6.1: Summary of the 𝐸miss
T trigger configuration for each data-taking period. In 2018, a pre-threshold

was applied to 𝐸miss
T before applying the pileup-fit algorithm.

Year L1 Threshold HLT Threshold 𝐸miss
T algorithm

2015 50 GeV 70 GeV Jet-based

2016
50 GeV 90 GeV Jet-based
50 GeV 100 GeV Jet-based
50 GeV 110 GeV Jet-based

2017 55 GeV 100 GeV Pileup-fit

2018 50 GeV 110 GeV Pileup-fit, pre-threshold 70 GeV
50 GeV 110 GeV Pileup-fit, pre-threshold 65 GeV

6.3 Event Cleaning

Data used for physics analyses must pass several conditions to guarantee that the detector was
in good condition. While this analysis requires a large 𝐸miss

T , some fake 𝐸miss
T is produced in

the data by background events not originating from the LHC beam collisions, referred to as
“non-collision backgrounds”. Non-collision backgrounds can be classified into beam-induced
background and cosmic-ray shower-induced background. The beam-induced background refers
to particles produced by the interaction of protons with the collimator or residual gas in the beam
pipe that reaches the ATLAS detector. In particular, the beam-induced background does not
conserve transverse momentum, resulting in a large 𝐸miss

T in the opposite direction of the particles
interacting with the ATLAS detector. Jets from non-collision backgrounds can be identified by
checking the shower shape and direction of the jet relative to the interaction point. Moreover, jets
generated by non-collision backgrounds do not have associated tracks and can be distinguished by
considering the ratio of the total 𝑝T of the associated tracks to the total energy of the jet. This
analysis requires the leading jet to pass the tight jet cleaning working point [105] to mitigate jets
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Figure 6.5: Distribution of 𝜙 direction of 𝐸miss
T before and after applying the Tight jet cleaning. Before

applying the Tight jet cleaning, there are peaks from the non-collision background in the direction of
|𝜙| = 0, 𝜋. These peaks disappear after applying the Tight jet cleaning, and the data and MC are in good
agreement. The “Other” category includes contributions from 𝑍 (→ 𝜏𝜏)+jets,𝑊 (→ 𝜏𝜈)+jets, di-boson,
single top, 𝑡𝑡, and 𝛾+jets processes.

from non-collision backgrounds. Figure 6.5 shows the 𝜙 distribution of 𝐸miss
T before and after

applying the Tight jet cleaning. The beam-induced background is bent in the |𝜙 | = 0, 𝜋 direction
by the recombination dipole, resulting in two peaks in the data distribution. The figure shows
that the two peaks in the data disappear by applying the Tight jet cleaning, and the data and MC
simulations show good agreement.

Although the tight jet cleaning is applied to the leading jet to suppress the non-collision background,
it is not considered in MC simulations, and its contribution may not be negligible in this analysis.
Using a full data-driven approach outlined in Appendix F, it has been confirmed that the
contribution of the non-collision background can be sufficiently suppressed and neglected using
the tight jet cleaning.

6.4 Signal track definition

In this analysis, pions and leptons produced by the decay of charginos and neutralinos have very
low momentum. Therefore, low-momentum tracks are the only probes that can discriminate
between signal and background events. The tracks discussed in Section 5.2 only satisfy the
relatively loose requirements for reconstructing physics objects. Therefore, a more stringent
selection is applied to identify tracks from the chargino and neutralino decays. This section
discusses the criteria applied to the quality and kinematic variables of tracks to define signal
tracks.
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When two beams collide in the ATLAS detector, a large number of proton-proton collisions can
occur. This often leads to an increase in the number of hits on the ID, which can result in the
reconstruction of a track by random combinations. These tracks are known as “fake tracks” and
lead to tracks with a significant impact parameter. Applying the following track quality selections
is particularly effective in reducing the number of fake tracks.

Track quality
The Tight Primary working point [106] is required for the candidate track to achieve the
highest reduction in fake tracks. The following selections are applied to the reconstructed
tracks with 𝑝T > 500 MeV and |𝜂 | < 2.5 to pass the Tight Primary working point.

• Less than or equal to one Pixel/SCT hit assigned to multiple tracks

• Less than or equal to two Pixel/SCT hits missing

• If |𝜂 | < 1.65 (|𝜂 | > 1.65), at least nine (eleven) hits in the silicon detectors

• At least one hit in either of the IBL or the B-Layer

• No Pixel hits missing

Figure 6.6(a) shows the efficiency of track reconstruction with respect to the track 𝑝T.
The efficiency remains high around 80%, even when the Tight Primary working point
is required. The number of reconstructed tracks from beam collisions is proportional to
the mean number of interactions per crossing. Therefore, Figure 6.6(b) indicates that the
requirement of the Tight Primary working point significantly reduces the number of fake
tracks. In this thesis, the chargino lifetime is expected to be short enough to decay before
the IBL detector. As a result, requiring at least one hit on the IBL detector further reduces
the occurrence of fake tracks.

Since we are interested in tracks produced from the primary vertex, reducing low-𝑝T tracks
produced from pileup vertices is crucial, commonly known as “pileup tracks”. The following
variables are effective in reducing pileup tracks.

Track 𝜼 direction
Particles produced from the pileup vertices are emitted in the forward direction and can be
reduced using the direction of the track, as shown in Figure 6.8(a). This analysis requires
tracks with |𝜂 | < 1.5 to mitigate the contribution of pileup tracks.

Track impact parameter
As shown in Figure 6.7, pileup vertices are generated along the beam axis. Therefore, it
is difficult to distinguish between tracks from the primary vertex and pileup vertices in
the direction of the beam axis. However, since pileup vertices are generated at random
𝑧-positions relative to the primary vertex, they can be identified using the longitudinal
impact parameter 𝑧0 and the track direction 𝜃. 𝑧0 is the distance between the 𝑧-position of
the closest point on the track to the primary vertex and the primary vertex. The |Δ𝑧0 sin 𝜃 |
distribution is shown in Figure 6.8(b) . To reduce pileup tracks, we require tracks to have
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Figure 6.6: (a) Track reconstruction efficiency as a function of track 𝑝T, evaluated by MC simulation
samples. (b) Number of reconstructed tracks as a function of mean number of interactions per crossing (𝜇),
evaluated in data and MC simulation samples. The bottom panel shows the ratio of data and MC simulation.
Since the number of tracks from the beam collision is proportional to 𝜇, the deviation from linearity
indicates contributions from fake tracks. Figures (a) and (b) are taken from Ref. [106] and Ref. [107],
respectively.

|Δ𝑧0 sin 𝜃 | < 1.5 mm. The impact parameter in the transverse direction is used to select
tracks with displacements compatible with higgsinos with mass differences less than 1 GeV.
As the lifetime of the chargino in the area targeted in this analysis is O(0.1 – 1) mm, tracks
are required to have |𝑑0 | < 10 mm. Since the transverse impact parameter is crucial to
distinguish between background and signal events, the lower limits are determined in
Section 6.5.2.

As discussed in Section 6.1, the lifetime of the chargino in the region targeted in this analysis is
O(0.1 – 1) mm. Among the metastable particles in the SM, 𝜏 leptons, strange hadrons, and 𝐵/𝐷
mesons are relatively long-lived, leaving tracks similar to those from the chargino decay. Since
the 1-prong decay of 𝜏 leptons is very difficult to distinguish from the chargino decay, the number
of background events is estimated by the method described in Section 7.2. On the other hand, the
3-prong decay of 𝜏 leptons and the decay of strange hadrons and 𝐵/𝐷 mesons produce multiple
charged particles. These backgrounds can be reduced by measuring the hadron activity around
the signal track. The decay topology of each particle is illustrated in Figure 6.9.

Track-based Isolation
The background tracks are reduced by requiring that there are no other tracks passing the
Tight Primary selection with 𝑝T > 1 GeV, |𝑧0 sin 𝜃 | < 1.5 mm, and |𝑑0 | < 1.5 mm around
the candidate track within Δ𝑅 = 0.4.

Secondary vertex veto
Neutral strange hadrons, such as 𝐾0

S and Λ0, produce two charged particles after traveling
a short distance. Although most of these backgrounds are suppressed by the track-based
isolation, they remain when the signal candidate track’s counterpart has a 𝑝T lower than
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Figure 6.7: Schematic of tracks from the primary vertex and pileup vertices in an event, illustrated as solid
colored lines. The left figure is a cross-section of the ATLAS detector, showing that the tracks from the
primary vertex and pileup vertices are indistinguishable when viewed from the beam axis. The figure on
the right is a view perpendicular to the beam axis direction, indicating that the 𝑧-position of tracks can be
used as a discriminant to separate tracks from pileup vertices (indicated by orange dots) and tracks from
the primary vertex (indicated by the red dot).
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Figure 6.8: Shape comparison of track |𝜂 | and |Δ𝑧0 sin 𝜃 | distributions after requiring the Tight Primary
working point. Tracks are classified into tracks from the primary vertex and tracks from the pileup vertex.
The dashed line illustrates signal simulation samples with different mass differences.
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Figure 6.9: Decay topology of (a) chargino decay, (b) 1-prong 𝜏 decay, (c) 3-prong 𝜏 decay, (d) 𝐵 meson
decay, and (e) 𝐾0

𝑆
decay. The red line represents the signal candidate track. The blue cone is defined to

have a radius of Δ𝑅 = 0.4 around the signal candidate track and passes through the selection only if none
of the tracks indicated by the green line are included.

1 GeV. To reduce this remaining background, mass-constrained fits are performed by
assuming that the vertices are due to the decays of Λ0 → 𝑝𝜋− , Λ̄0 → 𝑝𝜋+, or 𝐾0

S → 𝜋+𝜋− .
In the fit, the charge of the track is used to assign the corresponding mass of the decay
product. A three-dimensional vertex fit is performed to reconstruct secondary vertices
by looping over pairs of oppositely charged tracks in each event. Tracks associated with
the reconstructed secondary vertices are vetoed to suppress the remaining strange hadron
background. More details of the secondary vertex reconstruction are given in Ref. [108,
109].

The selections described above effectively reduce the number of low-𝑝T background tracks.
However, there are still a considerable number of them, as seen in Figure 6.10. To address the
issue of excessive low-𝑝T background tracks, we have implemented a lower threshold for the track
𝑝T. This selection suppresses the number of background tracks before selecting one of several
signal tracks in an event.

Track 𝒑T
Setting a reasonable lower threshold for the track 𝑝T of signal tracks is crucial, as chargino
decays generate low-𝑝T tracks. As illustrated in the figure, 𝜏 decay tracks have a higher 𝑝T
compared to non-𝜏 decay tracks, particularly those from pileup vertices. Since non-𝜏 decay
tracks, such as tracks from strange hadrons and 𝐵/𝐷 mesons, are mainly generated through
QCD interaction, they are referred to as “QCD tracks” in the following. We can significantly
reduce the number of QCD tracks by setting a lower threshold of 1 GeV to the track 𝑝T.
The track 𝑝T selection is further optimized when defining the SRs in Section 6.5.2.

The definition of signal tracks is summarized in Table 6.2.
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Figure 6.10: Distribution of track 𝑝T after requiring the “jets+𝐸miss
T ” signature and signal track selections.

We apply the selection 𝑆(𝑑0) > 3 to signal tracks to emphasize the effect of mildly-displaced tracks. Tracks
from the 𝑍+jets and 𝑊+jets processes are classified into two categories: tracks resulting from 𝜏 decay
and those resulting from non-𝜏 decay. The latter are further classified into two subcategories: tracks from
the primary vertex and those from pileup vertices. The dashed line illustrates signal simulation samples
with different mass differences. The “Other” category includes contributions from di-boson, 𝑡𝑡, single top,
𝛾+jets, and multĳet processes.

Table 6.2: The selection criteria to define signal track objects.

Variable Selection Reduced Background

Track quality Tight Primary Fake tracks

Track |𝜂 | < 1.5
Pileup tracksTrack |𝑑0 | [mm] < 10

Track |Δ𝑧0 sin 𝜃 | [mm] < 1.5

Track-based isolation Pass Tracks from 𝜏 leptons,
𝐵/𝐷 mesons, and strange hadronsSecondary vertex veto Pass

Track 𝑝T [GeV] > 1
Pileup tracks and tracks from
𝐵/𝐷 mesons and strange hadrons
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6.5 Event selection

This section outlines the primary selections applied to the physics objects. To reduce potential
background processes and select events with the “jets+𝐸miss

T ” signature, we apply preselections to
the kinematic variables and the number of physics objects mentioned in Section 5.3. Section 6.5.1
details the variables used to select physics objects and the applied criteria. A single track is
chosen for each event, using the displacement as a proxy for signal candidate tracks. Section 6.5.2
describes tighter selections applied to define the SRs.

6.5.1 Preselections

First, the following two are the primary variables to achieve the “jets+𝐸miss
T ” signature.

Leading jet transverse momentum : 𝒑T( 𝒋1)
The leading jet is the reconstructed jet with the most significant transverse momentum.
This variable plays a crucial role in this thesis in identifying events with an ISR jet. A
requirement of 𝑝𝑇 ( 𝑗1) > 250 GeV is imposed to enhance the momentum of the SUSY
system, generating sufficient 𝐸miss

T to pass the 𝐸miss
T trigger.

Missing transverse momentum : 𝑬miss
T

For signal events, two neutralinos are boosted to the same direction by requiring a large
ISR jet, leading to significant 𝐸miss

T . A requirement of 𝐸miss
T > 300 GeV is imposed where

the efficiency of the 𝐸miss
T trigger is sufficiently large.

Since 𝐸miss
T is defined as the negative vector sum of physics objects, “fake 𝐸miss

T ” is reconstruc-
ted by mis-reconstruction or mis-calibration of the physics objects. Especially in the QCD
multĳet process, 𝐸miss

T is easily generated by mis-measurement of the jet momentum. These
background processes that produce “fake 𝐸miss

T ” can be efficiently discarded by the requirement
of 𝐸miss

T > 300 GeV, since these processes typically produce lower 𝐸miss
T . Further event reduction

can be achieved by applying selection criteria to the following variables.

Number of jets : 𝑵( 𝒋)
𝑁 ( 𝑗) indicates the number of jets satisfying 𝑝T > 30 GeV. Each event must have a
maximum of four jets to reduce the hadronic activities originating from the multĳet
background process. While signal events typically have lower hadronic activity, the signal
acceptance from events with two or three jets remains non-negligible.

Minimum 𝚫𝝓 between jets and 𝑬miss
T : min(𝚫𝝓(pjets

T , pmiss
T ))

The separation in the azimuthal angle between the 𝐸miss
T and the transverse momentum

direction of the jets with 𝑝T > 30 GeV. Inaccurate jet energy reconstruction results in mis-
measured 𝐸miss

T , often aligned with one of the reconstructed jets, as shown in Figure 6.11.
To reduce the impact of this particular effect, we require that the separation between the
jets and 𝐸miss

T in the 𝜙 direction is greater than 0.4: min(Δ𝜙(pjets
T , pmiss

T )) > 0.4.
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Figure 6.11: Distribution of min(Δ𝜙(pjets
T , pmiss

T )) after requiring the “jets+𝐸miss
T ” signature:

𝑝𝑇 ( 𝑗1) > 250 GeV and 𝐸miss
T > 300 GeV. Multĳet events have a larger 𝑁 ( 𝑗) than other background

events, and the generated 𝐸miss
T is aligned with a jet, resulting in min(Δ𝜙(pjets

T , pmiss
T )) close to zero. The

“Other” category includes contributions from di-boson, single top, and 𝛾+jets processes.

Several background processes produce neutrinos in the final state, including 𝑍 (→ 𝜈𝜈̄)+jets,
𝑊 (→ ℓ𝜈)+jets, di-boson, 𝑡𝑡, and single top processes. As a result, these processes produce
significant 𝐸miss

T . Among these processes, the 𝑍 (→ 𝜈𝜈̄)+jets process is challenging to distinguish
from the signal process because it does not produce other particles than neutrinos in the final
state. In contrast, other background processes result in leptons in the final state, which can be
reduced using the following variable.

Number of leptons : 𝑵(ℓbase)

𝑁 (ℓbase) indicates the number of leptons that meet the baseline criteria. Events containing
reconstructed baseline leptons are excluded to mitigate contributions from𝑊+jets, di-boson,
𝑡𝑡, and single top processes. While the chargino decays to a charged pion with the highest
branching ratio, a non-negligible contribution arises from the chargino decaying to leptons
in cases of larger mass differences. However, the resulting leptons are very soft for the mass
differences of interest and are not excluded by the lepton veto.

After applying the lepton veto, the 𝑍+jets and𝑊+jets processes become the main background
with a “jets+𝐸miss

T ” signature. As explained in Section 6.4, the SM particles in the 𝑍+jets and
𝑊+jets processes that have sufficient lifetimes to leave a mildly-displaced track consist of 𝜏
leptons, strange hadrons, and 𝐵/𝐷 mesons. By requiring a “jets+𝐸miss

T ” signature, the system
opposite to the jet is boosted, which causes charged particles from the chargino decay in the same
direction as the neutralino in signal events. In the case of the 𝑍+jets and 𝑊+jets processes, 𝜏
leptons produced by 𝑊/𝑍 boson decays appear in the same direction as the neutrinos. On the
other hand, the strange hadrons and 𝐵/𝐷 mesons produced in the 𝑍+jets and𝑊+jets processes
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Figure 6.12: (a) Shape comparison of |Δ𝜙(ptrack
T , pmiss

T ) | distributions after requiring all preselections and
displacement for signal tracks: 𝑝𝑇 ( 𝑗1) > 250 GeV, 𝐸miss

T > 300 GeV, 𝑁 ( 𝑗) ≤ 4, min(Δ𝜙(pjets
T , pmiss

T )) >
0.4, 𝑁ℓ = 0, and 𝑆(𝑑0) > 3. The classification of tracks in the 𝑍+jets and𝑊+jets processes is based on
the origin of the track and can be divided into two categories: 𝜏 decay tracks and QCD tracks. The dashed
line illustrates signal simulation samples with different mass differences. The 𝜏 decay tracks show a peak
around 0.4, originating from one of the preselections: min(Δ𝜙(pjets

T , pmiss
T )) > 0.4. (b) Shape comparison

of 𝜏 decay tracks in different 𝑝T ranges. The peak of the distribution in (a) originates from 𝜏 decay tracks
with relatively high 𝑝T. The decay of 𝜏 leptons can produce multiple particles that can be reconstructed as
a jet, particularly when the decay products have enough energy to surpass the reconstruction threshold.
However, we require separation between jets and 𝐸miss

T in the preselection. Therefore, high-𝑝T tracks
from 𝑡𝑎𝑢 decay near the 𝐸miss

T are excluded. This analysis primarily focuses on low-𝑝T tracks. The peak
observed in (a) is eliminated by the track 𝑝T criteria of the SR selection, which is further discussed in
Section 6.5.2.

are not produced from𝑊/𝑍 bosons. Consequently, these particles are randomly distributed with
respect to the neutrinos. Therefore, the following variable can effectively suppress QCD tracks in
the 𝑍+jets and𝑊+jets processes.

Alignment of track and 𝑬miss
T in the 𝝓 direction : |𝚫𝝓(ptrack

T , pmiss
T )|

The angular difference between the signal candidate track and 𝐸miss
T in the 𝜙 direction.

Figure 6.12 shows the |Δ𝜙(ptrack
T , pmiss

T ) | distribution. The strange hadrons and 𝐵/𝐷 mesons
produced at the primary vertex and pileup vertices are produced randomly in the 𝜙 direction,
leading to high suppression by requiring |Δ𝜙(ptrack

T , pmiss
T ) | < 0.4.

When multiple tracks pass the above track selections, one track with the most significant track
𝑆(𝑑0) is selected for each event. Preselections applied to the physics objects and tracks are
summarized in Table 6.3.
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6.5.2 Signal Region Selection

Additional selections are imposed to define the regions enriched in signals compared to SM
backgrounds. These regions are called signal regions (SRs). The SRs are designed to optimize the
significance (𝑍) while assigning a total uncertainty of 10% to the background yields. This level
of background uncertainty is reasonable based on the background estimation strategy outlined in
Chapter 7. The significance (𝑍) is defined as [110]

𝑍 =


+
√︂

2
(
𝑛 ln

[
𝑛(𝑏+𝜎2 )
𝑏2+𝑛𝜎2

]
− 𝑏2

𝜎2 ln
[
1 + 𝜎2 (𝑛−𝑏)

𝑏 (𝑏+𝜎2 )

] )
if 𝑛 ≥ b

−
√︂

2
(
𝑛 ln

[
𝑛(𝑏+𝜎2 )
𝑏2+𝑛𝜎2

]
− 𝑏2

𝜎2 ln
[
1 + 𝜎2 (𝑛−𝑏)

𝑏 (𝑏+𝜎2 )

] )
if 𝑛 < 𝑏,

(6.1)

where 𝑏 is the number of expected background events with uncertainty 𝜎 and 𝑛 is the number of
signal events plus the number of background events. The variables 𝐸miss

T , track 𝑝T, and track 𝑆(𝑑0)
effectively distinguish between signal and background events, as highlighted in Figure 6.13. The
figure indicates that QCD and chargino decay tracks have low 𝑝T, while a significant proportion
of 𝜏 decay tracks have relatively high 𝑝T. To reduce the number of 𝜏 decay tracks with minimal
loss of tracks from the chargino decay, an upper limit of 5 GeV is imposed on the track 𝑝T.

Raising the lower limits of these variables was optimized to efficiently reduce background tracks
while maximizing sensitivity to signal tracks from the chargino decay. The applied selections are
listed below.

• 𝐸miss
T > 600 GeV

• Track 𝑝T ∈ [2, 5] GeV

• Track 𝑆(𝑑0) > 8

To enhance sensitivity to signals with different mass differences, we divided the track 𝑆(𝑑0) into
two regions. In regions where the mass difference between the chargino and neutralino is small, a
significant 𝑆(𝑑0) value is required. Specifically, the lower bound of 𝑆(𝑑0) can be raised to 20
since the lifetime of the chargino is particularly long in these regions. On the contrary, in regions
with a high mass difference, the lifetime of the chargino is short. As a result, the tracks produced
by the chargino decays have a small 𝑆(𝑑0) value, as illustrated in Figure 6.14. Therefore, we
define a separate SR, which requires 8 < 𝑆(𝑑0) < 20. This SR with smaller 𝑆(𝑑0) values is
named SR-Low, while the SR with larger 𝑆(𝑑0) values is called SR-High. Figure 6.15 illustrates
the ratio of neutralino and chargino decay tracks along with the cut efficiency for the track 𝑝T and
𝑆(𝑑0) selection. Although the track 𝑝T selection has low efficiency in regions with small mass
differences, the 𝑆(𝑑0) selection has better efficiency than regions with large mass differences.
Before the 𝑆(𝑑0) selection, SM tracks account for a large proportion of the signal tracks, especially
in regions where the mass difference is small. However, by applying the 𝑆(𝑑0) selection, signal
candidate tracks in the SRs are dominated by tracks from the neutralino or chargino decay.
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Figure 6.13: (a) Shape comparison of the 𝐸miss
T distribution after requiring all preselections, except for

requiring signal tracks. (b)(c) Shape comparison of the track 𝑝T and 𝑆(𝑑0) distribution after requiring all
preselections. Tracks in the 𝑍+jets and𝑊+jets processes are classified into 𝜏 decay tracks and QCD tracks,
depending on the origin of the track. The dashed line illustrates signal simulation samples with different
mass differences.
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Figure 6.14: Track 𝑆(𝑑0) distribution after applying 𝐸miss
T > 600 GeV and track 𝑝T ∈ [2, 5] GeV. The

dashed line illustrates signal simulation samples with different mass and mass differences. The arrows
labeled SR-Low and SR-High correspond to the selections applied in each region. The hatched area
corresponds to the MC statistical uncertainties. The bottom panel shows the significance (𝑍) calculated
by accumulating the yields of the bins on the right side. A total uncertainty of 10% is assumed for the
background yields. The “Other” category includes contributions from 𝑍 (→ 𝜏𝜏)+jets, di-boson, single top,
𝑡𝑡, 𝛾+jets, and multĳet processes.

Table 6.3 summarizes the additional selections applied to the preselections for each SR bin. The
distributions and significance of 𝐸miss

T and track 𝑝T are given in Figure 6.16. The expected yields
and the efficiency for each selection are summarized in Appendix D.
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Figure 6.15: (a) Proportion of signal tracks originating from neutralino and chargino decay after each
selection. (b) The efficiency of each selection is calculated with the yields before applying the selection as
the denominator and the yields after applying the selection as the numerator. All selections, except the
track 𝑝T and track 𝑆(𝑑0) selections to define the SRs, are already applied to the signal track objects before
the track 𝑝T selection. The efficiency is calculated using only tracks from neutralino and chargino as the
denominator and numerator.

Table 6.3: Selections applied to define the 0ℓ category and SRs.

Category 0ℓ

Preselections
𝑝T( 𝑗1) [GeV] > 250
|𝜂( 𝑗1) | < 2
𝐸miss

T [GeV] > 300
𝑁 (ℓbase) = 0
𝑁 ( 𝑗) ≤ 4
min(Δ𝜙(pjets

T , pmiss
T )) > 0.4

|Δ𝜙(ptrack
T , pmiss

T ) | < 0.4

Region groups SR-Low SR-High

Additional selections to define Signal Regions
𝐸miss

T [GeV] > 600
Track 𝑝T [GeV] [2, 5]
Track 𝑆(𝑑0) [8, 20] > 20
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(b) Track 𝑝T distribution

Figure 6.16: 𝐸miss
T and track 𝑝T distributions. Each plot is drawn without applying selections to the

variable illustrated. The dashed line illustrates signal simulation samples with different mass and mass
differences. The hatched area corresponds to the MC statistical uncertainties. The bottom panel shows the
significance (𝑍) calculated by accumulating the yields of the bins on the right side. A total uncertainty of
10% is assumed for background yields. The “Other” category includes contributions from 𝑍 (→ 𝜏𝜏)+jets,
di-boson, single top, 𝑡𝑡, 𝛾+jets, and multĳet processes.
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Chapter 7
Background Estimation

This chapter outlines the strategy used to estimate the yields of background processes that
contribute significantly to the signal regions (SRs), followed by the strategy to validate this
estimation approach. The regions defined to constrain the yields are called control regions (CRs),
while the regions for validation are called validation regions (VRs).

Section 7.1 provides an overview of the main backgrounds and briefly describes the estimation
methods. Details of the estimation and validation strategy for each background are described in
Sections 7.2 and 7.3. Section 7.4 outlines an additional VR designed to validate the background
estimation strategy in the proximity of the SRs. Finally, Section 7.5 summarizes the consistency
between the data and the estimates in VRs defined for each background estimation procedure.

7.1 Origin of the background events and the estimation strategy

The background composition in the two SRs (SR-Low and SR-High), estimated directly from
the simulation samples, is illustrated in Figure 7.1. Details of the background yields for each
background process are presented in Appendix E.

Figure 7.1: Pie-charts showing the back-
ground composition in each SR, es-
timated directly from MC simulation
samples. Events from the 𝑍+jets and
𝑊+jets processes are classified accord-
ing to the origin of the signal candidate
track; we define tracks generated by 𝜏
decay as “𝜏 decay” tracks and other
tracks as “QCD tracks”. The “Other”
category includes contributions from
𝑍 (→ 𝜏𝜏)+jets, di-boson, 𝛾+jets, mul-
tĳet, single top, and 𝑡𝑡 processes. SR-Low SR-High

√
s = 13 TeV, 140 fb−1

Signal Regions, Prefit
QCD track
Other

τ decay track
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The main background consists of tracks in 𝑍 (→ 𝜈𝜈̄)+jets and𝑊 (→ ℓ𝜈)+jets processes, generating
significant 𝐸miss

T to satisfy the SR selections. The composition of the background varies depending
on the 𝑆(𝑑0) cuts. The origin of these tracks can be categorized into two groups:

“𝝉 decay tracks” : estimated by semi data-driven method
𝜏 leptons produced from𝑊 bosons are a significant background process that contaminate
the SRs. This contamination occurs due to the long lifetime of 𝜏 leptons, which results
in final states with displaced pions and leptons. Since this analysis requires a large 𝐸miss

T ,
neutrinos from the𝑊 boson decay must be produced and boosted in the same direction as
the𝑊 boson’s motion. On the other hand, 𝜏 leptons are generated in the opposite direction
to the 𝑊 boson’s motion, resulting in relatively low momentum. Although the lepton
veto can help suppress leptons from 𝜏 decays, it is not completely effective due to the 𝑝T
threshold and the efficiency of lepton reconstruction. Figures 7.2(a) and 7.2(b) illustrate
the composition of 𝜏 decay tracks in SR-Low and SR-High, respectively. Further details
can be found in Appendix E.

The method used to estimate 𝜏 decay tracks follows a semi data-driven approach, explained
in Section 7.2. This approach relies on the fact that 𝜏 decay occurs mainly through the
electroweak interaction and can be accurately simulated using MC simulations.

“QCD tracks” : estimated by full data-driven method
Tracks originating from soft initial- or final-state radiation, or interaction between partons
other than those causing the hard-scattering process (“underlying events”), are the source
of mildly-displaced tracks with low momentum in the 𝑍+jets and𝑊+jets processes. In the
following, tracks not from 𝜏 decays are referred to as “QCD tracks”. The primary source
of these tracks is long-lived strange hadrons from the hard-scattering process. Another
source is charged particles produced from pileup vertices, resulting in significant impact
parameters. Figures 7.3(a) and 7.3(b) illustrate the composition of QCD tracks in SR-Low
and SR-High, respectively. Further details can be found in Appendix E.

It is challenging to accurately model the particles generated by QCD interactions, making
it difficult to estimate the contribution of QCD tracks through MC simulations. Therefore,
a more reliable approach is directly extracting the distribution from data in specific regions.
QCD tracks are estimated using a full data-driven approach outlined in Section 7.3.

The 𝑍+jets and𝑊+jets processes have two types of events categorized by the signal candidate
track: “𝜏 decay track” events, with a track from 𝜏 decays, and “QCD track” events, with a track
not from 𝜏 decays. CRs are defined to estimate the number of events in the SRs of 𝜏 decay tracks
and QCD tracks. VRs are defined in the phase space between SRs and CRs. The number of
events in VRs is estimated using the same methodology as that used for CRs. The accuracy of
the estimation method and the systematic uncertainty, as described in Chapter 8, is verified by
comparing the estimated number of events with the observed data. Other background processes
have a negligible impact on SR-Low and SR-High and are estimated directly from simulation
samples.
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Figure 7.2: The figure presents the breakdown of signal candidate tracks in SR-Low and SR-High, estimated
from the 𝑊 (→ 𝜏𝜈)+jets sample and sorted by their decay mode. If there are multiple signal track
candidates, the one with the most significant 𝑆(𝑑0) is the signal track. However, this table refers to all
signal track candidates. After sufficient selection criteria are applied, the number of tracks per event is
significantly reduced. As a result, the discussion of the composition is not significantly affected. The item
on the right side of the arrow shows information on the truth particle associated with the reconstructed
signal track. The left side of the arrow indicates the parent particle identified from the truth particle above.
If the decay of the parent particle generates multiple particles, the remaining particles are listed in the
second and subsequent items on the right side of the arrow.
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Figure 7.3: The figure presents the breakdown of signal candidate tracks in SR-Low and SR-High, estimated
from the 𝑍 (→ 𝜈𝜈̄)+jets sample and sorted by their decay mode. If there are multiple signal track candidates,
the one with the most significant 𝑆(𝑑0) is the signal track. However, this table refers to all signal track
candidates. After sufficient selection criteria are applied, the number of tracks per event is significantly
reduced. As a result, the discussion of the composition is not significantly affected. The item on the right
side of the arrow shows information on the truth particle associated with the reconstructed signal track.
The left side of the arrow indicates the parent particle identified from the truth particle above. If the decay
of the parent particle generates multiple particles, the remaining particles are listed in the second and
subsequent items on the right side of the arrow. X corresponds to particles with missing information due to
too low 𝑝T. The notation “jets” indicates that the tracks are from jets and are classified according to the
type of particle reconstructed as the track.
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7.2 Semi data-driven background estimation for 𝝉 decay tracks

7.2.1 Overview

In this analysis, the𝑊 (→ 𝜏𝜈)+jets process is considered one of the significant background. As
discussed in Section 7.1, two types of signal candidate tracks are observed from the𝑊 (→ 𝜏𝜈)+jets
process: 𝜏 decay tracks and QCD tracks. The QCD tracks are estimated inclusively with the
𝑍+jets process and are further explained in Section 7.3.

Backgrounds originating from 𝜏 decay tracks are constrained in CRs that are kinematically close
to the SRs. Both data and simulation samples are used to constrain them. Normalization Factors
(NFs) for 𝜏 decay tracks are measured in these CRs, defined as

NF =
𝑁data − 𝑁non−𝜏decay

𝑁𝜏decay
, (7.1)

where 𝑁data and 𝑁𝜏decay represent the observed data and the expected yield for 𝜏 decay tracks
in the CRs, respectively. 𝑁non−𝜏decay represents the total expected yield from non-𝜏 decay track
background, including the signal process. To obtain the expected yields, the measured NF is
applied to the predicted yield from MC simulation for 𝜏 decay tracks in the SRs.

As discussed in Section 6.5.2, the SRs focus on identifying low-𝑝T tracks with 2 < 𝑝T < 5 GeV.
However, by increasing the track 𝑝T selection to 8 < 𝑝T < 20 GeV, we can define a region where
hadronic and leptonic 𝜏 decay tracks dominate, as illustrated in Figure 7.4. The lower limit of
8 GeV is set to reduce contamination from signal models with large mass differences, which could
produce high-𝑝T tracks.

To improve the accuracy of the normalization of 𝜏 decay tracks, we have defined an additional
region predominantly consisting of leptonic 𝜏 decay tracks. In cases where only one signal muon
is required, the 𝑊 (→ 𝜇𝜈)+jets process is dominant because signal muons must be produced
promptly (𝑆(𝑑0) < 3), as we have discussed in Section 5.3. However, when a baseline muon
is required, which does not pass the signal selection, muons with high 𝑆(𝑑0) (𝑆(𝑑0) > 3) are
included. Muons from the leptonic 𝜏 decay typically have slightly higher 𝑆(𝑑0) as illustrated
in Figure 7.5. Therefore, a region enriched in the 𝑊 (→ 𝜏𝜈)+jets process can be defined by
requiring exactly one baseline muon with a significant impact parameter, which we refer to as the
“1-baseline muon category” (denoted as “1𝜇base”).

Accurate modeling of the 𝜏 decay through electroweak interaction simplifies the extrapolation
of the NF across different track 𝑝T ranges. However, it is challenging to model the pT of the𝑊
bosons due to the hadron activities in the opposite direction. Therefore, the extrapolation of the
NF is limited within the same 𝑝T range of the 𝑊 boson. Event selections must be performed
based on the pT of the 𝑊 bosons to extract events with the same hadron activities. For this, a
variable called precoil

T is defined that represents the pT of the weak boson. precoil
T is calculated by

adding the pT of leptons to the pmiss
T . In the SRs, the magnitude of precoil

T (𝑝recoil
T ) is equivalent to
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Figure 7.4: Pre-fit track 𝑝T distribution without applying the track 𝑝T selection. The dashed line illustrates
signal simulation samples with different mass and mass differences. The hatched area corresponds to the
combined systematic and MC statistical uncertainties. The bottom plot shows the background composition
in each bin. The “Other” category includes contributions from 𝑍 (→ 𝜏𝜏)+jets, di-boson, single top, 𝑡𝑡,
𝛾+jets, and multĳet processes.
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Figure 7.5: Distribution of 𝑆(𝑑0) of the leading muon. Selections to signal tracks are not applied. The
bottom panel shows the ratio of the observed data and background yield estimated directly from simulation
samples. The “Other” category includes contributions from 𝑍 (→ 𝜈𝜈̄)+jets, 𝑍 (→ 𝜏𝜏)+jets, di-boson,
single top, 𝛾+jets, and multĳet processes.
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categories. The NF for 𝜏 decay tracks are calculated in the low-𝑝recoil

T range and applied to the yields in the
VRs, indicated by an arrow.

𝐸miss
T since there are no leptons in the event. Applying selections to precoil

T ensures equivalent
hadron activities between the 0ℓ and 1𝜇base categories.

In the low-𝑝T range (2 < 𝑝T < 5 GeV), QCD tracks are dominant. Therefore, the accuracy of the
extrapolation of the measured NF from the high-𝑝T range (8 < 𝑝T < 20 GeV) to the low-𝑝T range
(2 < 𝑝T < 5 GeV) is verified in the medium-𝑝T range (5 < 𝑝T < 8 GeV). The 𝑝recoil

T range is
lowered to 300 < 𝑝recoil

T < 400 GeV in the 0ℓ and 1𝜇base categories to reduce signal contamination.
The NF is calculated in the high-𝑝T range with 300 < 𝑝recoil

T < 400 GeV and applied to the
adjacent medium-𝑝T range to validate the extrapolation. Figure 7.6 presents a schematic diagram
of the estimation and validation strategy for the NF.

The background estimation strategy for 𝜏 decay tracks is summarized below.

• A single NF is defined for the 𝜏 decay tracks. The NF is measured in the high-𝑝T range of
the 0ℓ and 1𝜇base categories. The 0ℓ category is enriched in hadronic 𝜏 decay tracks, while
the 1𝜇base category is enriched in leptonic 𝜏 decay tracks.

• To validate the extrapolation of the NF from the high-𝑝T range (8 < 𝑝T < 20 GeV) to
the low-𝑝T range (2 < 𝑝T < 5 GeV), the low-𝑝recoil

T region is utilized to avoid signal
contamination.

87



The contribution of QCD tracks is relatively small in the CRs and VRs designated for estimating
the 𝜏 decay tracks. Therefore, the QCD track yield is obtained directly from the MC simulations.
The definition of each region used to measure and validate the NF is described below.

7.2.2 Control Regions and Validation Regions

The region enriched in the𝑊 (→ 𝜏𝜈)+jets process is defined by requiring a single baseline muon.
An uppercut is applied to the transverse mass (𝑚T) to filter out events from the𝑊 → 𝜇𝜈 process.
The 𝑚T is defined as

𝑚T =

√︃
2𝑝T(ℓ)𝐸miss

T (1 − cosΔ𝜙(ℓ, pmiss
T )), (7.2)

where 𝑝T(ℓ) corresponds to the 𝑝T of the lepton. The 𝑚T distribution is shown in Figure 7.7,
where 𝑚T is required to be less than 50 GeV to suppress the 𝑊 (→ 𝜇𝜈)+jets process. In the
1𝜇base category, the same selection is applied to all physics objects and tracks as described in
Section 6.5.1, except that precoil

T is used instead of pmiss
T for variables calculated using pmiss

T . As
discussed in Section 3.3.2, the 𝐸miss

T trigger uses only the calorimeter information to determine
the missing transverse energy. Since muons do not deposit substantial energy in the calorimeter,
they are not considered in the 𝐸miss

T trigger calculation. This means that events with a significant
vectorial sum of missing transverse momentum and muon momentum appear as substantial
missing transverse momentum in the 𝐸miss

T trigger. As the 𝑊 (→ 𝜏𝜈)+jets process produces a
sizeable vectorial sum of missing transverse momentum and muon momentum, we require the
𝐸miss

T trigger in the 1𝜇base category. Furthermore, it is essential to note that the track selection
criteria employed in the 1𝜇base category are identical to the 0ℓ category.

To increase statistics, the track 𝑆(𝑑0) requirement for the CRs is lowered to 𝑆(𝑑0) > 3. Although
the 𝑆(𝑑0) threshold differs from the SRs, the 𝑝recoil

T requirement remains aligned. A single NF is
applied to the 𝜏 decay tracks and is constrained by performing a simultaneous fit using the CRs in
the 0ℓ and 1𝜇base categories. The CRs in the 0ℓ and 1𝜇base categories are denoted as CR-𝜏ℎ and
CR-𝜏ℓ , respectively.

To ensure that the extrapolation of the NF from the high-𝑝T range (8 < 𝑝T < 20 GeV) to the
low-𝑝T range (2 < 𝑝T < 5 GeV) is valid, we have defined two additional VRs. These VRs have
been defined by relaxing the track 𝑝T requirement to a medium-𝑝T range (5 < 𝑝T < 8 GeV).
For both VRs, the 𝑝recoil

T range has been reduced to 300 < 𝑝recoil
T < 400 GeV to minimize signal

contamination. The two VRs in the 1𝜇base and 0ℓ categories are denoted as VR-𝜏ℓ and VR-𝜏ℎ.

An additional NF is calculated for the extrapolation in the low-𝑝recoil
T range (300 < 𝑝recoil

T <

400 GeV). The NF is measured in the high-𝑝T range of the low-𝑝recoil
T range and is then applied

to the medium-𝑝T range of the low-𝑝recoil
T range. The NF calculated in the low-𝑝recoil

T range is
only used to validate the extrapolation and is not applied to the SRs. Therefore, the names of the
CRs are prefixed with “CR2-”. The CRs in the high-𝑝T range of the 1𝜇base and 0ℓ categories are
named CR2-𝜏ℓ and CR2-𝜏ℎ, respectively.
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Figure 7.7: Distribution of 𝑚T in the 1𝜇base category. Selections to signal tracks are not applied. The
bottom panel shows the ratio of the observed data and background yield estimated directly from simulation
samples. The “Other” category includes contributions from 𝑍 (→ 𝜈𝜈̄)+jets, 𝑍 (→ 𝜏𝜏)+jets, di-boson,
single top, 𝛾+jets and multĳet processes.

Table 7.1: Applied selections for each CR and VR for calculation and validation of NFs. Only selections
orthogonal to the SR are listed. The track-level preselections are omitted from the table since they are
identical in all categories. The selections in the parentheses represent the selection corresponding to the
CRs for the VRs.

Category 0ℓ 1𝜇base

Preselections
𝑁 (ℓbase) = 0 = 1
𝑚T [GeV] - < 50

Region SR CR-𝜏ℎ VR(CR2)-𝜏ℎ CR-𝜏ℓ VR(CR2)-𝜏ℓ

Additional selections to define SRs, CRs, and VRs
𝑝recoil

T [GeV] > 600 > 600 [300, 400] > 600 [300, 400]
Track 𝑝T [GeV] [2, 5] [8, 20] [5, 8] ([8, 20]) [8, 20] [5, 8] ([8, 20])
Track 𝑆(𝑑0) > 8 > 3 > 3

To summarize, the definition of the CRs and VRs for the normalization of 𝜏 decay tracks is
provided in Table 7.1. The background composition in the CRs and VRs is illustrated in Figures 7.8
and 7.9, respectively.
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Figure 7.8: Pie-charts showing the back-
ground composition in the CRs for 𝜏 de-
cay tracks, estimated directly from sim-
ulation samples. 𝜏 decay tracks are
categorized into leptonic and hadronic
𝜏 decay tracks, denoted as the 𝜏lep track
and the 𝜏had track, respectively. Back-
ground processes other than the 𝜏 decay
tracks are merged into the “Other” cat-
egory.
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Figure 7.9: Pie-charts showing the back-
ground composition in the VRs for 𝜏
decay tracks, estimated directly from
simulation samples. 𝜏 decay tracks are
categorized into leptonic and hadronic
𝜏 decay tracks, denoted as the 𝜏lep track
and the 𝜏had track, respectively. Back-
ground processes other than the 𝜏 decay
tracks are merged into the “Other” cat-
egory.
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7.2.3 Fit results in Validation Regions

The yields in the VRs are estimated by multiplying the derived NFs by the yields of 𝜏 decay tracks
obtained from MC simulation samples. The estimated yields and post-fit distributions in each
VR are summarized in Table 7.2 and Figure 7.10, respectively. The observed data are in good
agreement with the estimated numbers and distributions in all VRs. The track 𝑆(𝑑0) distribution
from the 𝜏 decay is well modeled for both hadronic and leptonic decays. Therefore, the measured
NF in different track 𝑆(𝑑0) ranges can be applied to the SR bins.

Furthermore, the extrapolation of the NF for 𝜏 decay tracks was validated using 𝜏 leptons generated
from the top-pair production. The study resulted in the confirmation of the consistency between
the estimated yields and the number of observed data. Supplementary information detailing the
validation method utilizing top-pair production and the definitions of CRs and VRs are provided
in Appendix G.
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Table 7.2: Observed data and estimated yields using results from the background-only fit in the VRs. The
errors include both statistical and systematic uncertainties.

Yields VR-𝜏ℎ VR-𝜏ℓ
Observed 839 304

Fitted SM events 848 ± 24 308 ± 18

QCD track 75 ± 12 14 ± 14
𝑊+jets (𝜏had track) 449 ± 15 2.0 ± 1.0
𝑊+jets (𝜏lep track) 209 ± 7 244 ± 10
𝑡𝑡 66 ± 12 24 ± 5
Other 50 ± 5 23.7 ± 2.9
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Figure 7.10: Post-fit track 𝑆(𝑑0) distributions in VRs for estimating 𝜏 decay tracks. Each plot is drawn
without applying selections to the illustrated variable. The bins enclosed by arrows indicate the respective
regions. The dashed line illustrates signal simulation samples with different mass and mass differences.
The hatched area corresponds to the combined systematic and MC statistical uncertainties. The bottom
panel shows the ratio of the observed data yield and the estimated background yield. (a) Background
processes other than the hadronic and leptonic 𝜏 decay tracks are merged into the “Other” category. (b)
Background processes other than the leptonic 𝜏 decay tracks are merged into the “Other” category.
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7.3 Full data-driven background estimation for QCD tracks

7.3.1 Overview

The contribution of QCD tracks in the 𝑍 (→ 𝜈𝜈̄)+jets and𝑊 (→ ℓ𝜈)+jets processes is determined
using a full data-driven approach. These processes involve the production of a single vector boson
and are collectively known as the “𝑉+jets” process. In the 𝑉+jets process, QCD tracks are not
produced by the weak boson decay. Therefore, we can obtain equivalent distributions from other
regions where the 𝑉+jets process dominates but with different decay topologies. Initially, the
shape of the track 𝑆(𝑑0) distribution is obtained from other 𝑉+jets processes and is referred to
as the “𝑆(𝑑0) template”. Once the 𝑆(𝑑0) template is obtained, the number of events in the SRs
is estimated by normalizing the 𝑆(𝑑0) template in the low-𝑆(𝑑0) range (𝑆(𝑑0) < 8), which is
adjacent to the SRs. As discussed in Section 7.2, the precoil

T variable is also used for the estimation
of QCD tracks, which represent the pT of the weak bosons.

The 𝑍 (→ ℓℓ)+jets process is similar to the 𝑍 (→ 𝜈𝜈̄)+jets process, except that it contains two
leptons and differs only in its decay mode. As a result, both processes exhibit the same weak
boson kinematics at the truth level. However, the branching ratio of the 𝑍 → ℓℓ decay is smaller
than the 𝑍 → 𝜈𝜈̄ decay by a factor of five. This leads to fewer events and significant statistical
errors on the extracted 𝑆(𝑑0) template. To achieve sufficient statistics and reduce the uncertainty
on the 𝑆(𝑑0) template, we use regions dominated by the 𝑊 (→ 𝜇𝜈)+jets process. We define a
region enriched in the𝑊 (→ 𝜇𝜈)+jets process by requiring one signal muon, called the “1-muon
category” (denoted as “1𝜇”). To validate the extrapolation of the 𝑆(𝑑0) template from the 1𝜇
category, we use regions enriched in the 𝑊 (→ 𝑒𝜈)+jets and 𝑍 (→ ℓℓ)+jets processes. These
regions require one signal electron, called the “1-electron category” (denoted as “1𝑒”), and two
signal leptons, referred to as the “2-lepton category” (denoted as “2ℓ”). To increase the statistics,
we relax the selection for 𝑝recoil

T to 300 GeV. As discussed in Section 8.3, the correlation between
the 𝑆(𝑑0) template and the weak boson 𝑝T appears sufficiently small based on the MC simulations.
This hypothesis is further validated using data.

The 𝛾+jets process has a large production cross-section that produces an equivalent 𝑆(𝑑0) template
to those of events that produce a weak boson. To further validate that the 𝑆(𝑑0) template is
independent of the energy scale of the hard-scatter interaction, VRs enriched in the 𝛾+jets process
are constructed. Due to the larger cross-sections of the 𝛾+jets process, these regions are expected
to be predominantly populated by QCD tracks in the 𝛾+jets process, which enables the validation
of the 𝑆(𝑑0) template in the high-𝑝recoil

T range. The new regions share the same 𝑝recoil
T and 𝑆(𝑑0)

cuts used for the background estimation method but are defined as requiring the presence of
precisely one signal photon, called the “1-photon category” (denoted as “1𝛾”).

For the estimation of QCD tracks, precoil
T is calculated by adding the pT of leptons and photons to

the pmiss
T . For each of the 𝑉+jets processes, the definition of precoil

T is shown in Table 7.3, and the
topology of the events is illustrated in Figure 7.11.

Transfer Factors (TFs) are defined as the ratio between event yields in regions with 𝑆(𝑑0) < 8
(denoted as region “B”), and the 𝑆(𝑑0) regions corresponding to the two SR bins (denoted as
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Table 7.3: Definition of precoil
T in each category. pT (𝜇), pT (𝑒), and pT (𝛾) represent the transverse

momentum of the signal muon, electron, and photon, respectively. pT (ℓ1) and pT (ℓ2) represent the
transverse momentum of the leading and sub-leading signal lepton, respectively.

Category Purpose Dominant process Definition of precoil
T

0ℓ SRs 𝑍 (→ 𝜈𝜈̄)+jets pmiss
T

1𝜇 Measurement of TFs 𝑊 (→ 𝜇𝜈)+jets pmiss
T + pT(𝜇)

1𝑒 Validation of TFs 𝑊 (→ 𝑒𝜈)+jets pmiss
T + pT(𝑒)

2ℓ Validation of TFs 𝑍 (→ ℓℓ)+jets pmiss
T + pT(ℓ1) + pT(ℓ2)

1𝛾 Validation of TFs 𝛾+jets pmiss
T + pT(𝛾)

pmiss
T⌫

⌫

⇡±

(a) 𝑍 (→ 𝜈𝜈̄)+jets

precoil
T`

⌫

⇡±

(b)𝑊 (→ ℓ𝜈)+jets

precoil
T`

`

⇡±

(c) 𝑍 (→ ℓℓ)+jets

precoil
T

�

⇡±

(d) 𝛾+jets

Figure 7.11: Schematic of the event topology among different 𝑉+jets processes in the ATLAS detector.
The outer part of the circle shows the calorimeter, while the inside part shows the ID. The red and blue
bars represent the energy measured by the hadronic and electromagnetic calorimeters, respectively. The
thick blue lines indicate tracks from leptons that must be removed from the event to ensure the same event
topology across different 𝑉+jets processes. Leptons and photons also deposit energy into the calorimeter
but need not be removed since signal tracks are defined without using calorimeter information.
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Figure 7.12: Schematic of the region
definitions in the 0ℓ and 1𝜇 category.
The regions with 𝑆(𝑑0) > 8 are divided
into two bins with an 𝑆(𝑑0) threshold
at 20. The red (green) area shows the
SRs (CRs) used to estimate the QCD
tracks. The TFs for each 𝑆(𝑑0) bin are
calculated by taking the ratio between
the CRs in the 1𝜇 category, as indicated
by the two arrows. The TFs are then
multiplied by the CR yield in the 0ℓ cat-
egory to estimate the QCD track yields
in the SRs.
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region “A”). The shape of the 𝑆(𝑑0) template is embedded in the TFs. The TFs for QCD tracks
are measured in these CRs, defined as

TFB→A =
𝑁A

data − 𝑁
A
non−QCDtrack

𝑁B
data − 𝑁

B
non−QCDtrack

, (7.3)

where 𝑁A(B)
data represent the observed data in region A (B). 𝑁A(B)

non−QCDtrack represent the expected
total yield from the non-QCD track background, including the signal process in region A (B).
Figure 7.12 shows a schematic diagram of the background estimation strategy using the 1𝜇 and
0ℓ categories, where the 0ℓ category is the region defined by applying the preselections discussed
in Section 6.5.1. To estimate the number of QCD tracks in the SRs, the TFs measured in the 1𝜇
category are multiplied by the number of data events, subtracting other processes estimated by
simulation, in the low 𝑆(𝑑0) region (𝑆(𝑑0) < 8) adjacent to the SRs. Following the SR definitions
discussed in Section 6.5.2, regions with 𝑆(𝑑0) > 8 are divided into two bins.

In the 1𝛾 category, the purity of the 𝛾+jets process is about 70% and the remaining 30%
contribution is from the multĳet process. Since we confirmed that the 𝑆(𝑑0) templates for the
𝛾+jets and multĳet processes are equivalent using MC simulations, we can validate the TFs
in the 1𝛾 category. To verify that both the 𝛾+jets and the multĳet process have similar 𝑆(𝑑0)
templates with data, we defined additional regions enriched in the multĳet process. These regions
are defined by requiring a single baseline photon, which does not pass the signal requirement,
referred to as the “1-baseline photon category” (denoted as “1𝛾base”).

In the CRs and VRs defined for the estimation of the QCD tracks, the contribution of the 𝜏 decay
tracks is sufficiently small. Therefore, the yield of 𝜏 decay tracks is obtained directly from MC
simulations. The background estimation strategy for QCD tracks discussed in this section is
summarized below.
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Figure 7.13: Schematic of the region
definitions for validating the measured
TFs. The regions with 𝑆(𝑑0) > 8 are
divided into two bins with an 𝑆(𝑑0)
threshold at 20. The yellow area shows
the VRs used to estimate the QCD
tracks.
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• The 𝑆(𝑑0) template is extracted from data in the 1𝜇 category, enriched in the𝑊 (→ 𝜇𝜈)+jets
process, to calculate the TF for each SR bin.

• The TFs are validated in the 1𝑒 and 2ℓ category, enriched in the 𝑊 (→ 𝑒𝜈)+jets and
𝑍 (→ ℓℓ)+jets processes. The regions are defined in the low-𝑝recoil

T range to increase
statistics.

• To validate the TFs in a high-𝑝recoil
T range, the 1𝛾 category, enriched in the 𝛾+jets process,

is utilized.

• To verify that 𝛾+jets and multĳet processes have similar 𝑆(𝑑0) templates, the 1𝛾base category,
enriched in the multĳet process, is utilized.

Figure 7.13 shows a schematic diagram of the validation strategy for the measured TFs. The
definition of each region used to measure and validate the TFs is described below.

7.3.2 Preselection

The same selection is applied to all physics objects and tracks as described in Section 6.5.1, except
that precoil

T is used instead of pmiss
T for variables calculated using pmiss

T . The precoil
T topology is

expected to be similar between regions enriched in the 𝑍 (→ ℓℓ)+jets, 𝑊 (→ ℓ𝜈)+jets, 𝛾+jets,
and multĳet processes. The additional preselections applied to each category are summarized
below. The preselections applied to each category introduced in this section are summarized in
Table 7.4 compared to the 0ℓ category.

1-muon & 1-electron category The𝑊 (→ 𝜇𝜈)+jets (𝑊 (→ 𝑒𝜈)+jets) enriched region is defined
by requiring a single signal muon (electron) with 𝑝T > 10 GeV (𝑝T > 30 GeV) and 𝑚T around
the𝑊 boson mass, as illustrated in Figure 7.14. In the 1𝜇 and 1𝑒 categories, precoil

T is defined as
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(b) 1𝑒 category

Figure 7.14: Distribution of 𝑚T in the 1𝜇 and 1𝑒 categories. Signal track selections are not applied. The
bottom panel shows the ratio of the observed data to the background yield estimated directly from the
simulation samples. The “Other” category includes contributions from 𝑍+jets, di-boson, single top, 𝛾+jets,
and multĳet processes.

the vector sum of the transverse momentum of the lepton and the missing transverse momentum.
The 𝐸miss

T (single-electron) trigger is required for events with signal muons (electrons).

2-lepton category The 𝑍 (→ ℓℓ)+jets enriched region is defined by requiring two signal leptons
and an invariant mass (𝑚ℓℓ) around the 𝑍 boson mass, as shown in Figure 7.15. In the 2ℓ category,
precoil

T is defined as the vector sum of the transverse momentum of the dilepton system and the
missing transverse momentum. The 𝐸miss

T (single-electron) trigger is required for events with
signal muons (electrons).

1-baseline(signal) photon category The 𝛾+jets enriched region is defined by requiring a single
signal photon. The multĳet enriched region requires a single baseline photon that does not satisfy
the signal photon criteria. Both regions require a photon with 𝑝T > 200 GeV. In the 1𝛾 and 1𝛾base
categories, precoil

T is defined as the vector sum of the transverse momentum of the photon and the
missing transverse momentum. The single-photon trigger is required for events with photons.

Common selections In each category, tracks associated with leptons or photons are removed
from the event to mimic the event topology in the 0ℓ category. Another difference between the
0ℓ category is from photon conversion tracks around the leptons. Leptons emit a photon by
bremsstrahlung and can convert at any point in the ID, leading to tracks with significant impact
parameters, especially from electrons as shown in Figure 7.16(a). With photon conversion tracks
in the 1𝜇, 1𝑒, and 2ℓ categories, the TFs cannot be correctly calculated nor validated. By requiring
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Figure 7.15: Distribution of 𝑚ℓℓ in the 2ℓ category. Selections to signal tracks are not applied. The
bottom panel shows the ratio of the observed data and background yield estimated directly from simulation
samples. The “Other” category includes contributions from𝑊+jets, 𝑍 (→ 𝜏𝜏)+jets, di-boson, single top,
𝛾+jets, and multĳet processes.

a minimum Δ𝑅 of 0.04 between tracks and leptons, almost all photon conversion tracks in the 2ℓ
category are eliminated, with a reduction rate of about 98%, as shown in Figure 7.16(b).

7.3.3 Control Regions and Validation Regions

Each category is divided into three 𝑆(𝑑0) bins to measure and validate the TFs, equivalent to the
𝑆(𝑑0) binning in the 0ℓ category. Due to the large statistics, the 1𝛾 and 1𝛾base categories are
defined in the high-𝑝recoil

T range (𝑝recoil
T > 600 GeV).

The TFs are measured by CRs in the 1𝜇 category, referred to as CR-1𝜇, CR-1𝜇-Low, and
CR-1𝜇-High, where the additional suffix corresponds to the 𝑆(𝑑0) range used to define SR-Low
and SR-High. The TFs are applied to the data measured in the 𝑆(𝑑0) < 8 bin of the 1𝑒, 2ℓ,
1𝛾, and 1𝛾base categories, referred to as CR-1𝑒, CR-2ℓ, CR-1𝛾, CR-1𝛾base, respectively. The
expected background yields are extrapolated to the 8 < 𝑆(𝑑0) < 20 (20 < 𝑆(𝑑0)) bin, referred to
as VR-1𝑒-Low(-High), VR-2ℓ-Low(-High), VR-1𝛾-Low(-High), and VR-1𝛾base-Low(-High).

The background composition in the 1ℓ and 2ℓ (1𝛾 and 1𝛾base) categories is illustrated in
Figure 7.17(a) (Figure 7.17(b)). The definition of the CRs and VRs for the TFs of the QCD tracks
is summarized in Table 7.4.
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Figure 7.16: 𝑆(𝑑0) and Δ𝑅(electron, track) distribution of tracks in the 2𝑒 category, categorized into photon
conversion and non-photon conversion tracks. (a) The black dots in the upper plot represent the tracks
𝑆(𝑑0) distribution from the 𝑍 (→ 𝜈𝜈̄)+jets process. The bottom plot shows the ratio between tracks from
the 𝑍 (→ 𝜈𝜈̄)+jets and 𝑍 (→ 𝑒𝑒)+jets process. The red dots indicate where the ratio is taken, including the
photon conversion tracks, and the blue dots indicate the case where it is not included. (b) The Δ𝑅(electron,
track) distribution is produced by requiring 𝑆(𝑑0) > 3 for signal candidate tracks to highlight the impact of
the photon conversion tracks. The bottom plot shows the accumulated fraction of photon conversion tracks
from left to right.

Table 7.4: Applied selections for each CR and VR for the calculation and validation of the TFs. Only
selections orthogonal to the SRs are listed. The track-level preselections are omitted from the table since
they are identical in all categories. The selections in the parentheses represent the selection corresponding
to the CRs.

Category 0ℓ 1𝜇 1𝑒 2ℓ 1𝛾

Preselections
Trigger 𝐸miss

T 𝐸miss
T Single-𝑒 𝐸miss

T or Single-𝑒 Single-𝛾
𝑁 (ℓ) = 0 = 1 = 1 = 2 = 0
𝑁 (𝛾) - - - - = 1
𝑝T(ℓ1) [GeV] - > 10 > 30 𝑝T(𝜇) > 10 (𝑝T(𝑒) > 30) -
𝑝T(ℓ2) [GeV] - - - > 10 -
𝑝T(𝛾) [GeV] - - - - > 200
𝑚T [GeV] - [56, 106] [56, 106] - -
𝑚𝑙𝑙 [GeV] - - - [66.2, 116.2] -

Region SR (CR-0ℓ) CR-1𝜇 VR(CR)-1𝑒 VR(CR)-2ℓ VR(CR)-1𝛾

Additional selections to define SRs, CRs, and VRs
𝑝recoil

T [GeV] > 600 > 300 > 300 > 300 > 600
Track 𝑆(𝑑0) > 8 (< 8) - > 8 (< 8) > 8 (< 8) > 8 (< 8)
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Figure 7.17: Pie-charts showing the background composition in the (a) 1𝜇, 1𝑒, and 2ℓ category and
(b) 1𝛾, 1𝛾base category, estimated directly from simulation samples. (a) The “Other” category includes
contributions from 𝑍 (→ 𝜏𝜏)+jets, di-boson, single top, 𝛾+jets, and multĳet processes. (b) The “Other”
category includes contributions from 𝑍+jets,𝑊+jets, di-boson, single top, and 𝑡𝑡 processes.
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7.3.4 Fit results in Validation Regions

The yields in the VRs are estimated by multiplying the derived TFs with the observed data in the
adjacent low 𝑆(𝑑0) bin with 𝑆(𝑑0) < 8. The estimated yields and post-fit distributions in each VR
are summarized in Table 7.5 and Figures 7.18 to 7.21. The observed data are in good agreement
with the estimated numbers and distributions in all VRs.

Table 7.5: Observed data and estimated yields using results from the background-only fit in the (a) High
𝑆(𝑑0) and (b) Low 𝑆(𝑑0) VRs. The suffixes -High and -Low representing the 𝑆(𝑑0) bins are omitted from
the naming convention. The errors include both statistical and systematic uncertainties.

(a) High 𝑆(𝑑0) VRs for validation of the TFs

Yields VR-2ℓ VR-1𝑒 VR-1𝛾 VR-1𝛾base

Observed 39 79 33 21

Fitted SM events 49 ± 7 80 ± 10 28 ± 4 20.5 ± 3.1

QCD track 46 ± 7 64 ± 10 28 ± 4 20.4 ± 3.1
𝑊+jets (𝜏had track) – 0.16 ± 0.12 – –
𝑊+jets (𝜏lep track) – < 0.1 – –
𝑡𝑡 1.5 ± 0.9 11.7 ± 2.8 – < 0.1
Other 1.20 ± 0.35 4.7 ± 1.0 – –

(b) Low 𝑆(𝑑0) VRs for validation of the TFs

Yields VR-2ℓ VR-1𝑒 VR-1𝛾 VR-1𝛾base

Observed 58 106 40 26

Fitted SM events 69 ± 7 121 ± 11 39 ± 5 28.5 ± 3.3

QCD track 65 ± 8 89 ± 11 39 ± 5 28.3 ± 3.3
𝑊+jets (𝜏had track) – < 1 < 0.1 –
𝑊+jets (𝜏lep track) – < 1 < 0.1 < 0.1
𝑡𝑡 2.3 ± 1.1 23 ± 6 < 0.1 < 0.1
Other 2.1 ± 0.5 7.9 ± 1.5 < 0.1 0.14 ± 0.14
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(d) Track 𝑝T distribution (Low 𝑆(𝑑0))
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(e) Track 𝑝T distribution (High 𝑆(𝑑0))

Figure 7.18: Post-fit distributions for VRs in the 1𝑒 category. Each plot is drawn without applying
selections to the illustrated variable. The bins enclosed by arrows indicate the respective regions. The
dashed line illustrates signal simulation samples with different mass and mass differences. The hatched
area corresponds to the combined systematic and MC statistical uncertainties. The bottom panel shows
the ratio of the observed data yield to the estimated background yield. The “Other” category includes
contributions from 𝑍+jets, di-boson, single top, 𝛾+jets, and multĳet processes.
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Figure 7.19: Post-fit distributions for VRs in the 2ℓ category. Each plot is drawn without applying
selections to the illustrated variable. The bins enclosed by arrows indicate the respective regions. The
dashed line illustrates signal simulation samples with different mass and mass differences. The hatched
area corresponds to the combined systematic and MC statistical uncertainties. The bottom panel shows
the ratio of the observed data yield to the estimated background yield. The “Other” category includes
contributions from𝑊+jets, di-boson, single top, 𝛾+jets, and multĳet processes.
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(e) Track 𝑝T distribution (High 𝑆(𝑑0))

Figure 7.20: Post-fit distributions for VRs in the 1𝛾 category. Each plot is drawn without applying
selections to the illustrated variable. The bins enclosed by arrows indicate the respective regions. The
dashed line illustrates signal simulation samples with different mass and mass differences. The hatched
area corresponds to the combined systematic and MC statistical uncertainties. The bottom panel shows
the ratio of the observed data yield to the estimated background yield. The “Other” category includes
contributions from 𝑍+jets,𝑊+jets, di-boson, single top, and 𝑡𝑡 processes.
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(d) Track 𝑝T distribution (Low 𝑆(𝑑0))

1 1.5 2 2.5 3 3.5 4 4.5 5

1−10

1

10

210

3
10

E
v
e
n
ts

 /
 0

.5
 G

e
V

Data Total SM QCD track

Other

=13 TeVs
­1140 fb

VR-1γbase-High

1 1.5 2 2.5 3 3.5 4 4.5 5

 [GeV]
T

p

0

1

2

D
a
ta

 /
 S

M

(e) Track 𝑝T distribution (High 𝑆(𝑑0))

Figure 7.21: Post-fit distributions for VRs in the 1𝛾base category. Each plot is drawn without applying
selections to the illustrated variable. The bins enclosed by arrows indicate the respective regions. The
dashed line illustrates signal simulation samples with different mass and mass differences. The hatched
area corresponds to the combined systematic and MC statistical uncertainties. The bottom panel shows
the ratio of the observed data yield to the estimated background yield. The “Other” category includes
contributions from 𝑍+jets,𝑊+jets, di-boson, single top, and 𝑡𝑡 processes.
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7.4 Validation of the combined estimation

As discussed in Sections 7.3 and 7.2, background estimation methods are validated using different
boson production or decay modes for QCD tracks and adjusting at least two selections on kinematic
variables for 𝜏 decay tracks. To validate the background estimation methods in a region with
kinematics closer to the SRs, we defined a region where only the 𝐸miss

T condition is slightly relaxed
to 300 < 𝐸miss

T < 400 GeV with respect to the SRs, as illustrated in Figure 7.22. The background
composition in the 0ℓ category is illustrated in Figure 7.23. The composition of the QCD tracks
and 𝜏 decay tracks in these VRs, denoted as VR-0ℓ-Low and VR-0ℓ-High, are almost equal to
the composition in the SRs. Therefore, we can verify the validity of each background estimation
method in these VRs.

To estimate the number of QCD tracks, the TFs are applied to the number of observed data,
subtracting the contribution of non-QCD track background events in the region with 𝑆(𝑑0) < 8,
denoted as CR-0ℓ-Low𝐸miss

T . 𝜏 decay tracks are estimated by multiplying the NF measured in
CR2-𝜏ℓ and CR2-𝜏ℎ.

The estimated yields and post-fit distributions in each VR are summarized in Table 7.6 and
Figure 7.24, respectively. The observed data is in good agreement with the estimated numbers
and distributions across all VRs.
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Figure 7.22: Schematic of the region definitions of VRs near the SRs, filled in yellow. The red (green)
area shows the SRs (CRs) utilized for the estimation of the QCD tracks in Figure (a) and 𝜏 decay tracks
in Figure (b). To reduce signal contamination, an upper limit on the 𝑝recoil

T range is set at 400 GeV. (a)
Regions with 𝑆(𝑑0) > 8 are divided into two bins with an 𝑆(𝑑0) threshold at 20. The TFs for the QCD
tracks are multiplied by the CR yield defined in the low-𝑝recoil

T range. (b) The NF for 𝜏 decay tracks are
calculated in the low-𝑝recoil

T range and applied to the yields in the VRs.
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300 < precoil
T < 400 GeV precoil

T > 600 GeV

S(d0) < 8

8 < S(d0) < 20

20 < S(d0)

√
s = 13 TeV, 140 fb−1

0` Category , Prefit
QCD track τ decay track Other

Figure 7.23: Pie-charts showing the background composition in the 0ℓ category, estimated directly from
simulation samples. The “Other” category includes contributions from 𝑍 (→ 𝜏𝜏)+jets, 𝛾+jets, QCD
multĳet, di-boson, single top and 𝑡𝑡 processes.

Table 7.6: Observed data and estimated yields using results from the background-only fit in the VRs. The
errors include both statistical and systematic uncertainties.

Yields VR-0ℓ-Low VR-0ℓ-High

Observed 736 343

Fitted SM events 740 ± 40 351 ± 33

QCD track 298 ± 35 213 ± 32
𝑊+jets (𝜏had track) 194 ± 10 59 ± 5
𝑊+jets (𝜏lep track) 165 ± 8 44.1 ± 3.4
𝑡𝑡 45 ± 8 17.8 ± 3.5
Other 37 ± 4 17.2 ± 2.3
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Figure 7.24: Post-fit distributions for VRs near the SRs. Each plot is drawn without applying selections
to the illustrated variable. The bins enclosed by arrows indicate the respective regions. The dashed
line illustrates signal simulation samples with different mass and mass differences. The hatched area
corresponds to the combined systematic and MC statistical uncertainties. The bottom panel shows the ratio
of the observed data yield and the estimated background yield. The “Other” category includes contributions
from 𝑍 (→ 𝜏𝜏)+jets, di-boson, single top, 𝑡𝑡, 𝛾+jets, and multĳet processes.
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7.5 Summary

This section summarizes the results of the validation of the background estimation methods
described in the previous sections. The significance quantifies the difference between the estimated
background yields and the data, denoted as 𝜒, and defined as

𝜒 =
𝑛obs − 𝑛exp

𝜎total
, (7.4)

𝜎total =

√︃
𝜎2

exp + 𝜎2
obs, (7.5)

where 𝑛obs and 𝜎obs are the observed yields and statistical uncertainties, 𝑛exp and 𝜎exp are the
expected yield and uncertainties derived from the systematic uncertainties discussed in Chapter 8.
The yields and differences for each VR are visualized in Figure 7.25. In each VR, the expected
and observed yields are consistent within the uncertainty.
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Figure 7.25: Overview of fit results in the VRs. The upper plot summarizes the observed and estimated
yields for each VR, while the bottom plot illustrates the difference between the observed and estimated
yields. The “Other” category includes contributions from 𝑍 (→ 𝜏𝜏)+jets, di-boson, single top, 𝑡𝑡, 𝛾+jets,
and multĳet processes.
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Chapter 8
Systematic Uncertainties

The uncertainty of the estimated background and signal yields is referred to as systematic
uncertainties and is discussed in this chapter. This thesis considers three types of systematic
uncertainties: theoretical modeling uncertainties, experimental uncertainties, and additional
uncertainties arising from the adopted data-driven background estimation strategy discussed in
Section 7.

8.1 Theoretical Uncertainty

Theoretical uncertainties arise from the choice of parameters used to generate MC simulation
samples, as elaborated in Section 4.2. Varying the parameters has the effect of altering both the
cross-section and the shape of the kinematic distribution. This analysis thoroughly evaluates the
theoretical uncertainties for all signal and background processes.

As explained in Section 4.2.1, non-physical variables such as the factorization scale (𝜇𝐹) and the
renormalization scale (𝜇𝑅) are set in the MC simulations. Uncertainties from 𝜇𝐹 and 𝜇𝑅 [111]
are evaluated as the variation of the yields obtained by varying these parameters by a factor
of 2.0 and 0.5. The PDF [112] and strong coupling constant (𝛼𝑆) at a specific energy scale
are obtained by extrapolating distributions from experiments to higher energy scales using the
DGLAP evolution equation and the RGE, respectively. Therefore, experimental uncertainties and
missing higher-order calculations in the equations are sources of uncertainties and are evaluated
as the variation of the yields obtained using different PDFs and 𝛼𝑆 values.

For𝑊 (→ 𝜏𝜈)+jets, we also consider the following theoretical uncertainties. Since𝑊 (→ 𝜏𝜈)+jets
is normalized using the control regions (CRs), the signal regions (SRs) and the validation regions
(VRs) are only affected by the extrapolation of uncertainties from the CRs. In Sherpa, the
energy scale to calculate the overlap between jets from matrix element calculation and parton
shower is set to 20 GeV. The uncertainty is evaluated by comparing the yields obtained by
varying the energy scale to 30 and 15 GeV. The resummation scale of soft gluon emissions is
a potential source of uncertainty and is evaluated by varying the scale by a factor of 0.5 and 2.
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𝑊 (→ 𝜏𝜈)+jets are calculated considering NLO QCD corrections, but the contribution of NLO
EWK correction becomes more significant, especially in regions where the transverse momentum
of weak bosons is high. Approximate NLO EW corrections are evaluated using the electroweak
virtual approximation [113].

For signal samples, we also consider the following theoretical uncertainties. As discussed in
Section 4.2.3, Pythia is tuned to match the distributions observed from the data, sensitive to
underlying events, jet structure, and additional jet emissions. These uncertainties are considered
by comparing the yields from samples generated by varying five types of parameters: one for
underlying event effects, one for jet structure effects, and three for different aspects of extra
jet production. In addition, theoretical uncertainties for the cross-section are also taken into
account.

8.2 Experimental Uncertainty

Experimental uncertainty includes uncertainty in the calibration procedure to match physics
objects to data and uncertainty in luminosity measurement and pileup. Sections 8.2.1 and 8.2.2
describe the uncertainties considered for jets and tracks. In the MC simulations, the pileup
modeling is corrected to fit the data, and the uncertainty resulting from this procedure is explained
in Section 8.2.3. Other uncertainties that contribute less than 1% to the yield of the SRs in this
analysis are summarized in Section 8.2.4.

8.2.1 Jets

As explained in Section 5.3.1, the energy of the reconstructed jets is scaled to obtain the complete
energy, and the resolution of the simulation samples is calibrated to match the data. Additionally,
the jet vertex tagging algorithm is applied to mitigate pileup jets. For reconstructed jets, three
types of uncertainty are taken into account: Jet Energy Scale (JES), Jet Energy Resolution (JER),
and Jet Vertex Tagger (JVT) uncertainty. Only the uncertainty from JES contributes over 2%
to the SRs. The remaining uncertainties are listed in Appendix H. More details are given in
Ref. [101, 114].

Jet Energy Scale (JES) As discussed in Section 5.3.1, three types of in-situ calibrations are
performed sequentially. To assess the total uncertainty of the in-situ calibration, systematic
uncertainties from each step are propagated. Various potential sources of uncertainty are
considered, as listed below.

• Mis-modeling of physics processes : Mis-modeling is evaluated by comparing results
from different MC generators.

• Uncertainties of reference objects : The uncertainties of reference objects are evaluated
by propagating the uncertainties for each reference object through the calibration step.
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Figure 8.1: Fractional uncertainty on the jet energy scale as a function of jet 𝑝T and 𝜂. The “Relative in
situ JES” represents uncertainties arising from the 𝜂 intercalibration, while uncertainties from other in-situ
calibrations are categorized as “Absolute in situ JES”. Flavour composition and response uncertainties are
assessed by comparing the difference between quark- and gluon-initiated jet responses and the response
of gluon-initiated jets from two different generators with a multĳet-like flavour composition. The punch-
through uncertainty comes from inaccuracies in modeling the correction for energetic jets that escape the
calorimeter and enter the MSs. The energy not absorbed by the calorimeter is estimated and complemented
by the number of segments measured by the MS. The uncertainty is assessed by comparing the difference
in jet response in the data and simulation. The filled area represents the total uncertainty, calculated by
taking the quadrature sum of all the components in the figure. The figures are taken from Ref. [101].

• Uncertainties of event topology : Event topology uncertainties are evaluated by adjusting
the event selections and examining how the response in the data and simulation varies.

The JES uncertainties are summarized in Figure 8.1.

8.2.2 Tracks

In this analysis, the resolution of the track impact parameter is essential to identify signal events.
However, as shown in Figure 6.2, the distribution of the transverse and longitudinal impact
parameter resolution reconstructed in the MC simulation and the data is inconsistent since the
material description is imperfect. Since QCD tracks in the𝑉+jets process are estimated using data,
they are not affected by inconsistencies in impact parameter resolution between data and MC. On
the contrary, 𝜏 decay tracks can be affected as they use MC simulations for estimation. To account
for variations in the data, we assessed yield variation by one-sided systematic variations on the
transverse and longitudinal impact parameter resolution. To determine these uncertainties, we
replaced the nominal impact parameters with a random value taken from a Gaussian distribution.
The central value of the distribution is the original MC impact parameter, while the standard
deviation is determined by examining the discrepancies between the resolution of the MC
simulation and the data.
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8.2.3 Pileup

As discussed in Section 4.1, the distribution of the mean number of interactions per crossing in
MC simulation samples is reweighted to match the distribution in the data. The uncertainty of the
applied reweighting factor, evaluated with measured inelastic cross-sections [115], is included.

8.2.4 Other experimental uncertainties

In this analysis, other experimental uncertainties that affect the estimated background yields from
muons [116], electrons [117], 𝐸miss

T [102], triggers [116, 117], and luminosity measurement [66]
have a negligible impact (< 1%) and are summarized in Table 8.1. As discussed in Section 4.1,
the uncertainty of the integrated luminosity is 0.83% [59].

Table 8.1: Impact from other minor experimental uncertainties. The numbers show the impact of
systematics uncertainties on post-fit background yields in the SRs.

Objects Systematic sources Impact (%)

𝐸miss
T Scale and resolution of soft term < 1

Muons Efficiency measurement
< 0.1Calibration of resolution and momentum scale

Electrons Efficiency measurement
< 0.1Calibration of resolution and momentum scale

Photons Calibration of resolution and momentum scale < 0.1

Triggers Correction of difference between data and simulation < 0.1

Luminosity Luminosity measurement 0.83

8.3 Uncertainty of Data-driven background estimation

As discussed in Section 7.3, the background estimation method for QCD tracks from the 𝑉+jets
process assumes that the track 𝑆(𝑑0) distributions are identical across different categories. To
account for potential differences, the TFs calculated in the 0ℓ, 1𝜇, 1𝑒, 2𝜇, and 2𝑒 categories have
been compared using MC simulation samples. Figure 8.2 summarizes the measured TFs in each
category. The first (second) bin corresponds to the TF calculated by taking the ratio of yields in
the range of 𝑆(𝑑0) < 8 and 8 < 𝑆(𝑑0) < 20 (𝑆(𝑑0) > 20). The difference in the measured TF
between different categories can potentially lead to a misestimate of the QCD track yields in the
SRs. As can be seen from the bottom plot, the ratio in each region is consistent with unity within
the MC statistical errors. To address potential differences in the track 𝑆(𝑑0) distribution between
different regions, a conservative flat uncertainty of 5% (10%) is assigned in SR-Low (SR-High) to
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Figure 8.2: Comparison of the track 𝑆(𝑑0) distribution and TFs calculated in the 0ℓ, 1𝜇, 1𝑒, 2𝜇, and 2𝑒
categories. The error bars indicate MC statistical errors. For the 0ℓ category, TFs are calculated in the
high-𝑝recoil

T range. For other categories, the TFs are calculated in the low-𝑝recoil
T range due to lower statistics

compared to the 0ℓ category. The bottom panel shows the ratio of the track 𝑆(𝑑0) distribution and TFs
between different categories. The 0ℓ category is taken as a reference and compared with other categories.

the samples estimated by the full data-driven background estimation method. This uncertainty is
left uncorrelated between the two 𝑆(𝑑0) bins defining the SRs in the fit.

8.4 Summary of Systematic Uncertainties

In addition to the uncertainties described above, two additional uncertainties are considered.

• CR data statistics : The uncertainty arising from the limited data statistics in CRs. This
includes both the CR statistics for the background estimation of the 𝜏 decay tracks discussed
in Section 7.2 and for extracting and normalizing the 𝑆(𝑑0) template in the background
estimation of the QCD tracks discussed in Section 7.3.

• MC statistics : The uncertainty arising from the limited number of MC simulation samples.

The total systematic uncertainty, along with the breakdown in each SR and VR, is visualized
in Figure 8.3. In both SRs, the dominant source of uncertainties is the limited data statistics in
the CRs, with MC statistics contributing as a secondary factor. In SR-High, the additional 10%
uncertainty in the TF contributes at a level comparable to that of the MC statistics.
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Figure 8.3: Systematic uncertainties on the post-fit background yields in the SRs, VRs for QCD tracks, and
VRs for 𝜏 decay tracks. The CR data statistics category is the uncertainty that arises from the limited data
statistics in CRs. The MC statistics category represents the uncertainty arising from the limited number of
MC simulation samples. The experimental category indicates systematic uncertainties originating from
the reconstruction, identification, isolation, and calibration of physics objects and tracks. The theory
uncertainty category represents the uncertainty arising from the choice of parameters for generating MC
simulation samples. The 𝑆(𝑑0) extraction category corresponds to the uncertainty from the potential shape
difference of the track 𝑆(𝑑0) distribution between the 0ℓ and 1𝜇 categories, discussed in Section 8.3. The
solid line shows the sum of the errors but not necessarily the quadratic sum of the uncertainties since each
uncertainty may be correlated.

114



Chapter 9
Results

This chapter reports the results of the search for mildly-displaced tracks from chargino and
neutralino decays. To evaluate the robustness of the background estimation method outlined in
Chapter 7, a simultaneous fit procedure, referred to as “background-only fit”, is performed in the
control regions (CRs) without any signals. Following the evaluation of the background estimation
method through the background-only fit, the resulting Normalization Factor (NF) and Transfer
Factors (TFs) are extrapolated to the signal regions (SRs). The estimated yields and kinematic
distributions in the SRs are reported in Section 9.1. A model-independent search, followed by a
model-dependent interpretation, is conducted by performing a hypothesis test with the estimated
yields and observed yields. The results are presented in Sections 9.2 and 9.3.

9.1 Background-only fit results in signal regions

The NF and TFs are derived by fitting the observed data in the CRs using a likelihood function
defined as

𝐿 (𝑥; (𝜇𝐵, 𝜽)) =
𝑁∏
𝑗

(
𝐸 𝑗 (𝜇𝐵, 𝜽)

) 𝑥 𝑗

𝑥 𝑗!
𝑒−𝐸 𝑗 (𝜇𝐵 ,𝜽 ) , (9.1)

where 𝜇𝐵 is the NF and TFs, 𝜽 is the nuisance parameters defined in Section 8, 𝑥 𝑗 and 𝐸 𝑗 (𝜇𝐵, 𝜽)
is the number of observed and estimated yields in region 𝑗 .

The NF and TFs are obtained by performing a maximum likelihood fit using the MC simulation
and the observed data in the CRs. A simultaneous fit is performed with all the CRs (CR-𝜏ℎ, CR-
𝜏ℓ , CR-1𝜇, CR-1𝜇-Low, CR-1𝜇-High, and CR-0ℓ) and the obtained factors are extrapolated to
the validation regions (VRs) for validation. The derived NF and TFs are presented in Table 9.1.
The observed and post-fit yields in the CRs are presented in Table 9.2.
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Table 9.1: NF and TFs measured in the background-only fit. TFs are calculated according to the 𝑆(𝑑0)
binning of the SRs.

Background 𝑆(𝑑0) region Factor Value

𝜏 decay track - Normalization 1.07 ± 0.11

QCD track Low Transfer (1.10 ± 0.12) × 10−2

High Transfer (7.9 ± 0.9) × 10−3

Table 9.2: Observed data and estimated yields using results from the background-only fit in the CRs. The
CRs used to calculate the NF for 𝜏 decay tracks are located in the left two columns, while the remaining
CRs are used to calculate the TFs for QCD tracks. The errors include both statistical and systematic
uncertainties.

Yields CR-𝜏ℓ CR-𝜏ℎ CR-0ℓ CR-1𝜇-Low CR-1𝜇-High CR-1𝜇

Observed 68 126 1461 183 120 14450

Fitted SM events 68 ± 6 126 ± 10 1460 ± 40 183 ± 14 120 ± 11 14450 ± 120

QCD track 0.28 ± 0.22 4.6 ± 1.3 1270 ± 40 140 ± 15 100 ± 11 12660 ± 230
𝑊+jets (𝜏had track) 0.16 ± 0.09 67 ± 6 69 ± 9 < 1 < 1 < 100
𝑊+jets (𝜏lep track) 59 ± 7 42 ± 5 42 ± 5 < 1 < 1 < 100
𝑡𝑡 2.5 ± 0.4 4.9 ± 0.9 14.1 ± 2.7 29 ± 6 14.3 ± 2.9 1110 ± 190
Other 5.3 ± 3.1 8.5 ± 2.0 63 ± 11 13.8 ± 2.8 5.4 ± 1.1 670 ± 60

As discussed in Section 7.5, the difference between the observed and estimated yields in each VR
is less than 1𝜎, and the distributions are consistent with the estimated ones. The robustness of
the background estimation method has been demonstrated, and no additional systematic errors
arising from the estimation method are applied.

Given the demonstrated robustness of the background estimation method, the NF and TFs are
extrapolated to the SRs to estimate the yields within these regions. The observed and estimated
yields in the SRs are summarized in Table 9.3 and Figure 9.1. The post-fit track 𝑆(𝑑0) distribution
overlaid with several signal simulation samples is illustrated in Figure 9.2. The observed data
in both SRs match the estimated yields well, and no significant discrepancies were identified
in the post-fit distributions. Post-fit kinematic plots for other variables are given in Figure 9.3.
Figure 9.4 shows a display of an event categorized into SR-High.
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Table 9.3: Observed data and estimated yields using results from the background-only fit in the SRs. The
errors include both statistical and systematic uncertainties.

Yields SR-Low SR-High

Observed 35 15

Fitted SM events 37 ± 4 14.8 ± 2.0

QCD track 14.0 ± 1.7 10.0 ± 1.5
𝑊+jets (𝜏had track) 10.6 ± 2.0 1.9 ± 0.8
𝑊+jets (𝜏lep track) 9.6 ± 1.6 2.0 ± 0.6
𝑡𝑡 1.3 ± 0.4 0.44 ± 0.14
Other 1.8 ± 0.6 0.32 ± 0.31
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Figure 9.1: Overview of fit results in the SRs. The upper plot summarizes observed and estimated yields
for each SR, while the bottom plot illustrates the difference between the observed and estimated yields.
The dashed line illustrates signal simulation samples with different mass and mass differences. The
“Other” category includes contributions from 𝑍 (→ 𝜏𝜏)+jets, di-boson, single top, 𝑡𝑡, 𝛾+jets, and multĳet
processes.
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Figure 9.2: Post-fit track 𝑆(𝑑0) distribution in the SR bins and CR-0ℓ. The bins enclosed by arrows indicate
the respective regions. The dashed line illustrates signal simulation samples with different mass and mass
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Figure 9.3: Post-fit distributions in the SR bins. Each plot is drawn without applying selections to the
variable illustrated. The bins enclosed by arrows indicate the respective regions. The dashed line illustrates
signal simulation samples with different mass and mass differences. The hatched area corresponds to
the combined systematic and MC statistical uncertainties. The bottom panel shows the ratio of the
observed data yield and the estimated background yield. The “Other” category includes contributions from
𝑍 (→ 𝜏𝜏)+jets, di-boson, single top, 𝑡𝑡, 𝛾+jets, and multĳet processes.
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Figure 9.4: Event display of a data event recorded in 2018 data, categorized into SR-High. The two figures
on the left show a cross-sectional view of the ATLAS detector from the beam axis direction, and the
right shows a cross-sectional view perpendicular to the beam axis. Green and yellow bars in the ATLAS
detector illustrate energy deposits in the electromagnetic and hadronic calorimeters, respectively. The jet
reconstructed from energy deposits in the calorimeter is depicted as a yellow cone. The solid red lines
in the ID indicate reconstructed tracks, with yellow indicating signal candidate tracks that passed the
event selections. The white dashed line illustrates the missing transverse momentum, which points in the
opposite direction of the reconstructed jet and is aligned with the signal candidate track. The lower left
figure is a magnified view of the area near the beam axis, which shows that the signal candidate track is
generated slightly away from the interaction point. The magnitude of the missing transverse momentum is
𝐸miss

T = 1001 GeV, while the jet is reconstructed with 𝑝T = 1009 GeV in the direction of 𝜂 = 1.16. The
signal candidate track is reconstructed with 𝑝T = 3.3 GeV and 𝑆(𝑑0) = 38.3, in the direction of 𝜂 = 0.04.
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9.2 Model-independent search

Upper limits on the number of beyond the Standard Model (BSM) signal yields are established
by performing a hypothesis test with the null hypothesis describing a background-only scenario.
Both SRs are used individually to derive model-independent constraints, which are sensitive to
a broader range of lifetimes compared to using a single SR bin or a merged region by both SR
bins.

Signal yields are incorporated into the fit procedure by modifying the likelihood as

𝐿 (𝑥; (𝜇, 𝜇𝐵, 𝜽)) =
𝑁∏
𝑗

(
𝐸 𝑗 (𝜇, 𝜇𝐵, 𝜽)

) 𝑥 𝑗

𝑥 𝑗!
𝑒−𝐸 𝑗 (𝜇,𝜇𝐵 ,𝜽 ) . (9.2)

𝐸 𝑗 (𝜇, 𝜇𝐵, 𝜽) now includes the contribution from the signal samples as

𝐸 𝑗 = 𝜇𝑠 𝑗 (𝜽) + 𝑏 𝑗 (𝝁𝐵, 𝜽) , (9.3)

where 𝑠 𝑗 is the number of estimated signal yields in region 𝑗 . The symbol 𝜇 represents a free
parameter known as the signal strength, which scales the signal yields.

As no specific models are being considered for the signals, the signal yields are included exclusively
in the SRs and not in the CRs.

The profile likelihood ratio is introduced to determine the “test statistic” for the hypothesis test,
with the profile likelihood ratio defined as

𝜆(𝜇) =
𝐿

(
𝜇, ˆ̂𝜇𝐵, ˆ̂𝜽

)
𝐿

(
𝜇̂, 𝜇𝐵, 𝜽

) . (9.4)

In the equation, 𝜇̂, 𝜇𝐵, and 𝜽 represent a set of parameters that maximize the likelihood, while
ˆ̂𝜇𝐵 and ˆ̂𝜽 denote a set of parameters that maximize the likelihood for a given 𝜇 value. Using the

profile likelihood ratio as defined, the test statistic is expressed as

𝑞𝜇 = −2 ln𝜆(𝜇). (9.5)

The 𝑝-value, denoting the probability of observing the given data or more extreme data, assuming
that the null hypothesis is true, can be defined as

𝑝𝜇 =

∫ ∞

𝑞𝜇,obs

𝑓
(
𝑞𝜇 |𝜇

)
𝑑𝑞𝜇, (9.6)
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Table 9.4: 95% CL upper limits on the visible cross-section (⟨𝜖𝜎⟩95
obs) and on the number of signal events

(𝑆95
obs ). The third column (𝑆95

exp) shows the 95% CL upper limit on the number of signal events, given the
expected number (and ±1𝜎 excursions on the expectation) of background events. The last two columns
indicate the 𝐶𝐿𝐵 value and the discovery 𝑝-value (𝑝(𝑠 = 0)). In cases where the observed yield is below
the expected yield, the 𝑝-value is capped at 0.5. 𝐶𝐿𝐵 provides a measure of compatibility of the observed
data with the signal strength hypothesis at the 95% CL limit relative to fluctuations of the background, and
𝑝(𝑠 = 0) measures compatibility of the observed data with the background-only hypothesis relative to
fluctuations of the background.

Signal channel 𝑁obs 𝑁exp ⟨𝜖𝜎⟩95
obs[fb] 𝑆95

obs 𝑆95
exp 𝐶𝐿𝐵 𝑝(𝑠 = 0) (𝑍)

SR-Low 35 37.39 ± 3.81 0.10 13.5 15.1+6.3
−4.2 0.37 0.50 (0.00)

SR-High 15 14.76 ± 2.03 0.07 9.9 9.6+4.4
−2.8 0.52 0.50 (0.01)

where 𝑓
(
𝑞𝜇 |𝜇

)
represents the probability density function of 𝑞𝜇 with a given 𝜇 value. Executing

the hypothesis test involves obtaining 𝑓
(
𝑞𝜇 |𝜇

)
for each 𝜇 value by running pseudo experiments

called “toy-experiments”, which requires a substantial amount of computing resources to obtain a
distribution with sufficient statistics. Another method is to use the asymptotic formula, where
the test statistic follows a chi-square distribution derived from Wald’s approximation. This thesis
takes the asymptotic formula approach, given a sufficient number of events in both SRs.

The upper limit on the signal strength 𝜇 is set at the value that can be excluded with 95% confidence
level (𝐶𝐿𝑠), defined as

𝐶𝐿𝑠 =
𝐶𝐿𝑠+𝑏
𝐶𝐿𝑏

=
𝑝𝑠

𝑝𝑠=0
. (9.7)

The 𝑝-value from the combined signal and background hypothesis is divided by the 𝑝-value
derived from the background-only hypothesis to avoid setting limits in regions of low experimental
sensitivity. The upper limits derived using SR-Low and SR-High are summarized in Table 9.4.
The expected number of events, labeled 𝑁exp, is extracted from Table 9.3. An upper limit is
placed on the visible cross-section, which is defined as the product of the cross-section and the
acceptance. The equation describing this limit is

⟨𝜖𝜎⟩95
obs = 𝑆

95
obs/ (Integrated luminosity = 140 fb−1), (9.8)

where 𝑆95
obs is the upper limit placed on the number of observed signal events. Given the consistency

between the observed and expected number of yields, the upper limits placed on 𝑆95
obs and 𝑆95

exp are
also consistent.
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9.3 Model-dependent interpretation

Exclusion limits for specific models are determined by performing a hypothesis test that incorpor-
ates signal yields estimated from simulation samples in both SRs and CRs into the likelihood.
Both SRs are incorporated into the fitting procedure to calculate the 𝐶𝐿𝑠 value. The 𝐶𝐿𝑠 value is
calculated for the 𝜇 = 1 hypothesis for each signal point in the 𝑚( 𝜒̃0

1) and Δ𝑚( 𝜒̃±1 , 𝜒̃
0
1) plane. The

𝐶𝐿𝑠 values between each signal point are smoothly interpolated, and the points with 𝐶𝐿𝑠 = 0.05
are connected to form the exclusion limit.

The expected and observed exclusion limits for SR-Low and SR-High individually are presented
in Figures 9.5(a) and 9.5(b), respectively. As illustrated in the figure, SR-High has good overall
sensitivity, while SR-Low exhibits slightly better sensitivity for larger mass differences. The
combined exclusion limit and a comparison with exclusion limits from previous analyses are
shown in Figures 9.6(a) and 9.6(b), respectively. The higgsino mass was excluded up to about
170 GeV with mass differences of approximately 0.6 GeV. This analysis successfully explored the
0.3 – 1.0 GeV mass difference region for the first time at the LHC, which had been challenging to
search with sensitivity beyond that of LEP.
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Figure 9.5: The expected and observed exclusion limits for SR-Low and SR-High individually are illustrated.
The expected exclusion limits are depicted by black dashed lines, with the yellow band representing one
standard deviation of the expected exclusion. Red lines represent the observed exclusion limits, and the
gray numbers indicate the observed 𝐶𝐿𝑠 values. Figures 9.5(a) and 9.5(b) show the exclusion limits using
only SR-Low and SR-High, respectively.
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(a) Exclusion limits obtained by combining SR-Low and SR-High
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Figure 9.6: The expected and observed exclusion limits using all SRs. The expected exclusion limits
are represented by black dashed lines, with the yellow band representing one standard deviation of the
expected exclusion. Red lines represent the observed exclusion limits. (a) The gray numbers indicate the
observed 𝐶𝐿𝑠 values. The values between each signal point are smoothly interpolated to form the observed
exclusion limits. (b) The exclusion limits of this analysis are presented, along with existing experimental
constraints on the higgsino states with compressed mass spectra.
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Chapter 10
Discussion

As mentioned in Section 2.3.3, the higgsino mass difference shows significant variations depending
on the bino and wino mass. Therefore, we will first discuss the limits imposed on the masses of
bino and wino by this analysis.

As discussed in Section 2.3.2, the higgsino mass is expected to be near the electroweak scale
from electroweak naturalness. This analysis is sensitive to the light higgsino scenario, with the
mass difference between the lightest chargino and neutralino in the range of 0.3 – 1.0 GeV. In
Section 10.2, we will discuss the impact of this analysis on the light higgsino scenario. Finally, in
Section 10.3, we discuss the sensitivity projection of this analysis with the data acquired in the
future data-taking period at the LHC.

10.1 Limit on the Electroweakino masses

As discussed in Section 2.3.3, the masses of bino (𝑀1) and wino (𝑀2) and the mass difference
between the lightest chargino and neutralino are related as in Equation 2.12. Therefore, this
equation can be used to project the exclusion limit in Figure 9.6(b) into a limit on the wino and
bino masses. At 𝜇 ≈ 𝑚( 𝜒̃±1 ) = 100 GeV, this analysis covers most of the higgsino mass difference
regions that previous searches have not covered. Figure 10.1 shows the limits of the wino and
bino masses in this analysis at 𝜇 = 100 GeV. The rejection of Δ𝑚( 𝜒̃±1 , 𝜒̃

0
1) ≈ 0.3 – 0.9 GeV in

this analysis indicates that the wino and bino masses can be rejected in the range of O(10) TeV.
Although the exclusion of the mass difference weakens to Δ𝑚( 𝜒̃±1 , 𝜒̃

0
1) ≈ 0.45 – 0.75 GeV for

𝜇 ≈ 𝑚( 𝜒̃±1 ) = 150 GeV, as shown in Figure 10.1, still a substantial wino and bino mass parameter
space is excluded by this analysis. The exclusion with different slices in tan 𝛽 and the angle of the
complex phase of 𝑀1 and 𝑀2 are shown in Appendix I.3.
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Figure 10.1: The observed and expected exclusion limits at the 95% CL in the 𝑀1 and 𝑀2 plane for
(a) 𝜇 = 100 GeV and (b) 𝜇 = 150 GeV. The expected and observed limits in the displaced track analysis
are overlaid with the observed limits from existing analyses.
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10.2 Implication to Electroweak Naturalness

As discussed in Sections 2.4.2 and 2.4.4, the results of direct dark matter detection and electron
EDM experiments impose strong limits on the electroweak gaugino mass. Figure 10.2(a) shows
the exclusion limits for 𝜇 and 𝑀2 obtained by this analysis overlaid with the results obtained by
other collider searches, the direct dark matter detection, and electron EDM experiments. The
projection of the limits to the gaugino mass from the results of the direct dark matter detection and
the electron EDM experiment are approximated by Equation 2.16 and Equation 2.18, respectively.
As can be seen in the figure, this analysis searched for a region with a very large gaugino mass of
O(10) TeV, which had not been excluded by the direct dark matter detection nor by the electron
EDM experiment. However, as shown in Equation 2.18, the magnitude of the electron EDM is
highly dependent on tan 𝛽 and the complex phase of the wino mass parameter (𝜙2). Additional
figures produced by varying tan 𝛽 and the phase of the wino mass parameter (𝜙2) are given in
Figure 10.2(b).

Electroweak naturalness requires the higgsino mass to be at the electroweak scale, while the
masses of other particles like wino and bino can have arbitrary values. This leads to a wide
range of possible mass spectra for the higgsinos. Although the direct dark matter detection
and electron EDM experiments provide stringent limits to the possible mass spectra, they are
sensitive only when wino and bino are sufficiently light. This analysis, along with the results
of other collider searches, the direct dark matter detection, and electron EDM experiments, has
performed a comprehensive search for the light higgsino scenario. In particular, in the higgsino
mass difference region in interest, to which only the LEP experiment has been sensitive, the
constraint on the higgsino mass only runs up to 90 GeV. The present analysis allows us to search
the mass region up to about 170 GeV, which is on the verge of surpassing the electroweak scale.

10.3 Future Prospects

As mentioned in Section 3.4, a new LHC data-taking period (Run 3) from 2022 to 2025 (planned),
boosting the data statistics available for the analysis began in 2022. The HL-LHC, scheduled to
start in 2029, will provide even higher statistics by increasing the instantaneous luminosity by a
factor of 5 – 7.5 with respect to the nominal value of the current LHC. In the following, we will
discuss the extended sensitivity of this and other analyses targeting the higgsino LSP scenarios
using data obtained during Run 3 and HL-LHC.

10.3.1 Soft Lepton and Disappearing Track analysis

As discussed in Section 2.4.1, the soft lepton and disappearing track analysis successfully extended
sensitivity to the region with the small higgsino mass difference using Run 2 data. The sensitivity
of the soft lepton and the disappearing track analysis using 3000 fb−1 data acquired with the
HL-LHC is presented in Figure 10.3. The soft lepton analysis is expected to increase the sensitivity
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Figure 10.2: The observed and expected exclusion limits at the 95% CL in the 𝜇 and 𝑀2 plane, with
𝑀1 = 𝑀2 and tan 𝛽 = 50. The expected exclusion limits are represented by black dashed lines, with
the yellow band representing one standard deviation of the expected exclusion. Red lines represent the
observed exclusion limits. The exclusion limits by the soft lepton analysis, disappearing track analysis, and
the LEP experiment are overlaid. (a) The gray line shows the correlation between 𝜇 and 𝑀2 that satisfies
the described mass difference. The solid lines with hatched areas indicate regions excluded by direct dark
matter detection (LZ experiment [21]) and electron EDM (JILA experiment [52]). (b) The solid lines
indicate regions excluded by electron EDM (JILA experiment [52]) with different tan 𝛽 and 𝜙2 values.
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Figure 10.3: Future projection of ex-
clusion limits by the soft lepton and
disappearing track analysis using data
collected during the HL-LHC, in the
𝑚( 𝜒̃±1 ) and Δ𝑚( 𝜒̃±1 , 𝜒̃

0
1) plane. The

blue (yellow) dashed line illustrates the
expected exclusion limits at the 95% CL
in the soft lepton (disappearing track)
analysis. The red-filled area illustrates
the observed exclusion limit at the 95%
CL from LEP [20]. The solid blue and
yellow lines illustrate the 5𝜎 discovery
potential of the analyses. The figure is
taken from Ref. [118].

by optimising the tracking algorithms used for the upgraded ATLAS detector allowing for an increase in
tracklet e�ciency, the possibility of shorter tracklets produced requiring 3 or 4 hits, and further suppression
of the fake tracklet component. The dilepton search sensitivity would be expected to improve by increasing
the reconstruction e�ciency for low pT leptons. The addition of the electron channel would also further
enhance the search sensitivity.
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8 Conclusion

This note presents studies performed to assess the sensitivity to electroweakino production with the
HL-LHC and the upgraded ATLAS detector, using 3000 fb�1 of

p
s = 14 TeV data. Well motivated and

natural SUSY scenarios predict a compressed electroweakinos sector. Two signatures with good discovery
potential are considered in this prospect note (disappearing track and soft leptons). In a pure-Higgsino
scenario, the former can discover up to 600 GeV charginos with 1 ns lifetime while the latter could discover
the second lightest neutralino with mass up to 200 GeV. Improvements that could be expected with the
upgraded detector will provide additional sensitivity for both of the searches presented.

12

up to 350 GeV in the exclusion limit with higgsino mass differences of approximately 2.5 GeV.
Compared to Figure 1.1, the sensitivity of the soft lepton search to the mass of the chargino
is found to be extended by about 150 GeV with a higgsino mass difference of O(1) GeV. In
the pure higgsino limit, the disappearing track analysis is expected to increase the sensitivity
to 250 GeV. Compared to Figure 1.1, the disappearing track analysis extends the sensitivity by
about 60 GeV, limited by the increase of fake tracks (accidental alignment of hits within the ID)
due to the increased number of pileup interactions. However, the new analysis methods used in
the Run 2 analysis are not taken into account in this projection. Therefore, further improvement
in sensitivity is expected in the HL-LHC by reducing the number of fake tracks by introducing
the new analysis methods in the Run 2 analysis [15].

As can be seen from Figure 10.3, it is challenging to extend the sensitivity to the target higgsino
mass difference region, even when using the large statistics of the HL-LHC. Figure 9.6(b) shows
that the result from this analysis with Run 2 statistics already outperforms the soft lepton and
disappearing track analysis at 3000 fb−1, in the region where the higgsino mass difference is
O(100) MeV.

10.3.2 Displaced Track analysis

The sensitivity of the displaced track analysis was evaluated with the expected data statistics
recorded during Run 3 and HL-LHC. The track reconstruction performance is expected to remain
comparable between Run 2 and Run 3, as the Inner Detector (ID) remains unchanged and the
instantaneous luminosity stays at a similar level. On the other hand, in the HL-LHC, it is necessary
to consider that the environment for track reconstruction changes due to the replacement of the ID,
and the mean number of interactions per crossing increases significantly. First, we will discuss the
tracking performance in the HL-LHC and identify the types of background that are expected to
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increase. Then, the expected sensitivity of this analysis for Run 3 and HL-LHC will be presented.
Finally, we briefly summarize other search methods using the mildly-displaced track signature.

Tracking Performance in the HL-LHC Tracks can be classified into three categories: primary
vertex tracks, pileup tracks, and fake tracks. Primary vertex tracks and pileup tracks are
reconstructed by particles produced from primary and pileup vertices, respectively. Fake tracks
are reconstructed by random combinations of hits from the ID. In the HL-LHC, the increase
in instantaneous luminosity leads to a rise in fake and pileup tracks. This is caused by the
significantly higher number of hits in the ITk and pileup vertices.

The tracking performance for the primary vertex tracks varies depending on the ITk geometry,
reconstruction algorithms, and the environment that features a large number of interactions.
Figure 10.4 shows the expected efficiency and resolution of the transverse impact parameter (|𝑑0 |)
of the tracks reconstructed by the ITk. As seen in the figure, while the efficiency is slightly
worse in the central region of the ITk, it remains almost the same overall. The 𝑑0 resolution
slightly improves for tracks with low 𝑝T as the pixel size becomes finer. Therefore, the tracking
performance of HL-LHC can be reasonably approximated using the efficiency and 𝑑0 resolution
in the Run 2 analysis.

Figure 10.5 compares the number of tracks reconstructed with 𝑝T > 1 GeV using the Run 3
geometry and reconstruction algorithm with that of the ITk geometry. As depicted in the figure,
the number of tracks does not show a linear correlation with the number of interactions when
it reaches around 60 with the Run 2 geometry and reconstruction algorithm. This is due to the
presence of fake tracks. On the other hand, the reconstructed tracks obtained by the ITk geometry
and reconstruction algorithm exhibit a clean linear correlation with the number of interactions,
which implies that the amount of fake tracks can be significantly suppressed in the HL-LHC.
Therefore, when evaluating the sensitivity of the HL-LHC, the fake track is treated as sufficiently
negligible.

Figure 10.6 illustrates the correlation between the number of interactions and the fraction of
pileup tracks present within the signal tracks. As shown in the figure, an increase in pileup tracks
must be considered when evaluating the sensitivity of the analysis in the HL-LHC, as the number
of pileup tracks is directly proportional to the number of pileup vertices. To account for the
increase of pileup, in the HL-LHC sensitivity projection presented below, the simulated events
are reweighted so that the pileup effect is comparable with the case of the number of interactions
being 200.

Expected Sensitivity in Run 3 and HL-LHC Since a large increase in statistics is expected,
especially for the HL-LHC, the 𝐸miss

T selection is tightened from 600 GeV to 800 GeV to increase
the signal-to-background ratio. Figure 10.7 shows the sensitivity of this analysis for data obtained
by Run 3 and HL-LHC, overlaid with exclusion limits of existing analyses. Using the large
statistics of 3000 – 4000 fb−1 expected in the HL-LHC, the sensitivity can be extended to about
250 GeV.
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Figure 10.4: Expected performance of the track reconstruction with the ITk. (a) Comparison between the
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Figure 10.5: Comparison of the num-
ber of tracks reconstructed with
𝑝T > 1 GeV utilizing the Run 2 geo-
metry and reconstruction algorithm
with that expected in the HL-LHC as-
suming the ITk geometry and recon-
struction algorithm. The ITk geometry
assumes that the mean number of inter-
actions per crossing, denoted as ⟨𝜇⟩, is
200. The figure is taken from Ref. [119].
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Figure 10.6: Correlation between the
number of interactions and the fraction
of pileup tracks present within the signal
tracks. The distribution is fitted with
a linear function expressed in the red
line.
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By combining the results of the soft lepton and disappearing track analyses shown in Figure 10.3,
we can see that the HL-LHC statistics enable an extensive search for the target higgsino mass
difference region using the current analyses alone.

Other search methods using the mildly-displaced track signature Since the number of
signal events also increases significantly in the HL-LHC, a tighter selection can be applied using
mildly-displaced tracks, as described below. This analysis only requires one mildly-displaced
track, while requiring two from the 𝑝𝑝 → 𝜒̃+1 𝜒̃

−
1 process would further reduce the number of

background events, especially for 𝜏 decay tracks. Another new channel that can be promising in
the presence of larger statistics of data is the identification of the neutralino decay vertex with two
mildly-displaced tracks. As can be seen in Figure 2.12(b), in the region where the mass difference
between the two neutralinos is 1 GeV, the branching ratio of 𝜒̃0

2 → 𝜒̃0
1𝜋

±𝜋∓ is about 40%. In
this higgsino mass difference region, the neutralino has a relatively long lifetime, resulting in
the decay of the neutralino at a distance from the interaction point and the production of two
tracks. Therefore, tracks from the neutralino decay can be identified by reconstructing a displaced
vertex formed by a pair of oppositely charged tracks. In this case, strange hadrons can be the main
background, as in this analysis, but they can be reduced by vetoing the vertex mass consistent with
the strange hadron masses. Figure 10.8 shows the diagrams of the signals discussed above.
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Figure 10.7: Future projection of the exclusion limits by the displaced track analysis using the data collected
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0
1) plane. The red solid line illustrates

the observed exclusion limits at the 95% CL in the displaced track analysis using the Run 2 data. The
dashed lines illustrate the expected exclusion limit at the 95% CL with integrated luminosity of 400 fb−1,
3000 fb−1, and 4000 fb−1.
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Figure 10.8: Diagrams of processes resulting in multiple mildly-displaced tracks. (a) The 𝑝𝑝 → 𝜒̃+1 𝜒̃
−
1

process produces two mildly-displaced tracks, which could be utilized to further reduce background events.
(b) In Δ𝑚( 𝜒̃0

2 , 𝜒̃
0
1) ∼ 1 GeV, the neutralino decay produces two opposite charged pions at a distance from

the interaction point. Tracks from the neutralino decay can be identified by reconstructing the displaced
vertex by two opposite charge tracks.
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Chapter 11
Conclusion

This thesis reports the search for higgsinos with compressed mass spectra using 140 fb−1 of√
𝑠 = 13 TeV proton-proton collision data collected by the ATLAS detector at the Large Hadron

Collider (LHC). In this search, we specifically targeted the region where the mass difference
between the higgsinos is 0.3 – 1.0 GeV, which is a sensitivity blind spot for collider experiments
since LEP. In addition, this region is highly challenging to search by the direct dark matter
detection experiments due to the suppressed coupling between the higgsinos and the target nuclei.
Because of the very small mass difference, higgsinos have a relatively long lifetime and decay
at a distance of a few millimeters from the interaction point. Therefore, the charged particles
produced by the decay leave a track in the detector with a subtle yet detectable impact parameter
from the interaction point, referred to as “mildly-displaced tracks”. Since most Standard Model
(SM) particles decay promptly on the collision, requiring a mildly-displaced track allows one to
effectively select out the tracks originating from the higgsino decays.

In this search, events in interest are triggered by requiring hadronic activity from an initial-state
radiation jet to boost higgsinos to the opposite direction and generate a significant missing transverse
momentum. For each event, a single mildly-displaced track is selected and classified into two
signal regions (SRs) according to the magnitude of the impact parameter. SM backgrounds from
particles with relatively long lifetimes were estimated using various data-driven approaches.

The observed data and the SM predictions are consistent in both SRs, allowing us to set a 95%
CL limit on the higgsino mass as a function of the higgsino mass difference. In the higgsino
mass difference region of 0.3 – 1.0 GeV, the higgsino mass is excluded up to about 170 GeV. This
result allows us to exceed the LEP limit in the corresponding higgsino mass difference for the first
time.

The novel analysis approach used in this search allowed us to enter the gap where increasing
sensitivity in collider and direct dark matter detection experiments has been challenging. Even
with the high statistics of the High-Luminosity LHC (HL-LHC) (

√
𝑠 = 14 TeV,L = 3000 fb−1),

this search is by far the most effective approach that can extend the sensitivity to a region with a
small mass difference, and the sensitivity can be extended to about 250 GeV for the higgsino mass.
This analysis, along with other searches conducted by ATLAS and direct dark matter detection
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experiments, paves the way towards a comprehensive search up to about 250 GeV irrespective of
the assumption of the higgsino mass difference. This allows us to examine the simple consequence
of the naturalness argument that the higgsino mass should be about the electroweak scale.
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Appendix A
Supplements of Theoretical Background

A.1 Muon Anomalous Magnetic Moment

The muon anomalous magnetic moment is still a controversial candidate for an anomaly, but if it
exists, it is a phenomenon that cannot be explained by the SM. The muon magnetic moment is
one of the quantities measured with great precision and is a key quantity in validating the SM.
A 5𝜎 discrepancy has been observed between the prediction by the SM and the experimental
measurements, referred to as the “muon 𝑔–2 anomaly”. The muon magnetic moment ( ®𝑀) can be
described using the muon spin ( ®𝑆) as

®𝑀 = 𝑔𝜇

(
𝑞

2𝑚𝜇

)
®𝑆, (A.1)

where 𝑔𝜇 is the gyromagnetic ratio, 𝑚𝜇 and 𝑞 is the mass and charge of the muon. From the
Dirac equation, 𝑔𝜇 is derived as 2, although the quantum loop correction causes slight deviations,
referred to as the anomalous magnetic moment (“muon 𝑔–2”). The anomalous magnetic moment
is described as

𝑎𝜇 =
𝑔𝜇 − 2

2
. (A.2)

Figure A.1 shows representative loop contributions to the anomalous magnetic moment.

The predicted value of 𝑎𝜇 in the SM is [121]

𝑎𝜇 (SM) = 116591810(1) (40) (18) × 10−11, (A.3)

where the numbers in brackets show uncertainties from electroweak, lowest-order hadronic, and
higher-order hadronic contributions. The combined experimental average of 𝑎𝜇 from BNL and
FNAL is [122]
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the Dirac equation [1] was its prediction for the electron
that ge ¼ 2. Motivated in part by anomalies in the hyperfine
structure of hydrogen [2,3], Schwinger [4] proposed an
additional contribution to the electron magnetic moment
from a radiative correction, predicting the anomaly [5]
ae ¼ α=2π ≃ 0.001 16 in agreement with experiment [6].
The first muon spin rotation experiment that observed

parity violation in muon decay [7] determined that, to
within 10%, gμ ¼ 2, which was subsequently measured
with higher precision [8]. A more precise experiment [9]
confirmed Schwinger’s prediction for the muon anomaly
and thereby established for the first time the notion that a
muon behaved like a heavy electron in a magnetic field.
This evidence, combined with the discovery of the muon
neutrino [10], pointed to the generational structure of
the SM.
The SM contributions to the muon anomaly, as illustrated

in Fig. 1, include electromagnetic, strong, and weak inter-
actions that arise from virtual effects involving photons,
leptons, hadrons, and the W, Z, and Higgs bosons [11].
Recently, the international theory community published
a comprehensive [12–24] SM prediction [13] for the
muon anomaly, finding aμðSMÞ¼116591810ð43Þ×10−11
(0.37 ppm). It is based on state-of-the-art evaluations of the
contributions from quantum electrodynamics (QED) to
tenth order [25,26], hadronic vacuum polarization [27–
33], hadronic light-by-light [11,34–47], and electroweak
processes [48–52].
The measurement of aμ has become increasingly precise

through a series of innovations employed by three exper-
imental campaigns at CERN [53–55] and more recently at
Brookhaven (BNL E821) [56]. The BNL net result, with its
0.54 ppm precision, is larger than aμðSMÞ by 3.7 standard
deviations (σ). While the electron magnetic anomaly has
been measured to fractions of a part per billion [57], the
relative contribution of virtual heavy particles in many
cases scales as ðmμ=meÞ2 ≃ 43 000. This is the case e.g. for
the W and Z bosons of the SM and many hypothetical new
particles, and it gives the muon anomaly a significant
advantage when searching for effects of new heavy physics.
Because the BNL result hints at physics not included in the
SM, Experiment E989 [58] at Fermilab was constructed to
independently confirm or refute that finding. In this paper,
we report our first result with a precision of 0.46 ppm.

Separate papers provide analysis details on the muon
precession [59], the beam dynamics corrections [60],
and the magnetic field [61] determination.

II. EXPERIMENTAL METHOD

The experiment follows the BNL concept [56] and uses
the same 1.45 T superconducting storage ring (SR) magnet
[62], but it benefits from substantial improvements. These
include a 2.5 times improved magnetic field intrinsic
uniformity, detailed beam storage simulations, and state-
of-the-art tracking, calorimetry, and field metrology for the
measurement of the beam properties, precession frequency,
and magnetic field [58].
The Fermilab Muon Campus delivers 16 highly polar-

ized, 3.1 GeV=c, ∼120 ns long positive muon beam
bunches every 1.4 s into the SR. A fast pulsed-kicker
magnet deflects the muon bunch into a 9-cm-diameter
storage aperture, resulting in ≈5000 stored muons per fill.
The central orbit has a radius of R0 ¼ 7.112 m and the
cyclotron period is 149.2 ns. Four sections of electrostatic
quadrupole (ESQ) plates provide weak focusing for vertical
confinement.
The muon spins precess in the magnetic field at a rate

greater than the cyclotron frequency. The anomalous
precession frequency [63] in the presence of the electric
E⃗ and magnetic B⃗ fields of the SR is

ω⃗a ≡ ω⃗s − ω⃗c ¼ −
q
mμ

!
aμB⃗ − aμ

"
γ

γ þ 1

#
ðβ⃗ · B⃗Þβ⃗

−
"
aμ −

1

γ2 − 1

#
β⃗ × E⃗
c

$
: ð1Þ

For horizontally circulating muons in a vertical magnetic
field, β⃗ · B⃗ ¼ 0; this condition is approximately met in our
SR. At the muon central momentum p0, set such that
γμ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ 1=aμÞ

p
≈ 29.3, the third term vanishes.

In-vacuum straw tracker stations located at azimuthal
angle ϕ ¼ 180° and 270° with respect to the injection point
provide nondestructive, time-in-fill dependent beam pro-
files Mðx; y;ϕ; tÞ by extrapolation of decay positron
trajectories to their upstream radial tangency points within
the storage aperture [64]. These profiles determine the
betatron oscillation parameters necessary for beam dynam-
ics corrections and the precession data fits discussed below.
Twenty-four calorimeters [65–67], each containing

a 9 × 6 array of PbF2 crystals, detect the inward-spiraling
decay positrons. When a signal in a silicon photomultiplier
(SiPM) viewing any crystal exceeds ∼50 MeV, the data-
acquisition system stores the 54 waveforms from that
calorimeter in a set time window around the event.
Decay positron hit times and energies are derived from
reconstruction of the waveforms.

FIG. 1. Feynman diagrams of representative SM contributions
to the muon anomaly. From left to right: first-order QED and
weak processes, leading-order hadronic (H) vacuum polarization,
and hadronic light-by-light contributions.
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Figure A.1: Representative loop contributions to the muon 𝑔–2. Feynman diagrams of first-order QED
and weak processes, leading-order hadronic vacuum polarization, and hadronic light-by-light contributions
are arranged from left to right. The figure is taken from Ref. [120].

Figure A.2: wino-higgsino-smuon(sneutrino) loop contrib-
uting to the muon 𝑔–2. The external photon line can be
attached to any charged internal line in the diagram. The
figure is taken from Ref. [124].
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Fig. 1. The dominant SUSY contribution to the muon g − 2 in our scenario.

Fig. 2. Summary of our benchmark parameter space, where the red contours show 
the SUSY contribution to the muon g − 2 (aSUSY

µ × 109) and the lightest neutralino 
mass is displayed by the black contours (mχ̃0

1
/GeV). The green-shaded (green-

hatched) region is excluded by the XENON1T experiment on DM direct detection 
(the CMS disappearing track search). See text for details.

M1, M2, M3, Au, m2
Hu

, m2
Hd

and Bµ/µ.5 They are equivalent to the 
following parameter, which we choose as the model parameters in 
this work:

M1, M2, M3, Au,µ,mA , and tanβ, (2)

where M1,2,3 (Au) are the gaugino soft mass (scalar cubic cou-
pling) defined at the GUT scale, µ is the Higgsino invariant mass 
at the low-energy scale (stop mass scale). mA is the pole mass of 
the CP-odd Higgs boson, and tan β is the ratio of Higgs vacuum 
expectation values. Note that non-universal gaugino masses at the 
GUT scale are required to explain the muon g − 2 and the Higgs 
boson mass of 125 GeV correctly: the muon g −2 anomaly requires 
light sleptons and electroweakino while the 125 GeV Higgs requires 
heavy colored SUSY particles (scalar tops) whose masses are radia-
tively generated by the large gluino mass.

Our SUGRA model, in which #aSUSY
µ mainly comes from the 

wino-Higgsino loops (Fig. 1) and the DM is wino-Higgsino mix-
ture, is characterized by sub-TeV µ and M2. We study this model 
in two µ–M2 planes. One is shown in Fig. 2–3, which is with 
(M1, M3, Au, mA) = (2100, 2500, −1000, 2500) GeV and tan β =
24; the resulting slepton mass is ∼ 400 GeV. The other plane is 
shown in Fig. 4–5 and has larger slepton mass of ∼ 750 GeV with 
(3800, 2500, −1000, 2000) GeV and tan β = 40. The SUSY mass 
spectra are calculated by SuSpect 2.43 [19] with modifications: 
the input scale of the model parameters (i.e. the GUT scale) is 
fixed to be 1016 GeV and iteration procedures are slightly changed 
(see Appendix). The Higgs boson mass and #aSUSY

µ are computed 

5 With the choice of the model parameters, this SUGRA model is almost equiv-
alent to a gaugino mediation model in Ref. [12], where the SUSY CP and flavor 
problems are solved, and the origin of the non-universal gaugino masses is natu-
rally explained.

by FeynHiggs 2.18.0 [20–27]. For the estimation of #aSUSY
µ , 

we include tan β-enhanced corrections at the two-loop level [28]. 
We also use MicrOMEGAs 5.2.7.a [29,30] to obtain the relic 
density of the LSP, $LSP, and its spin-independent cross section to 
nucleons, σSI.

The results are summarized in Fig. 2, where #aSUSY
µ and the LSP 

mass are respectively shown by the red and black contours. The 
upper-right gray-shaded regions are excluded due to the stau LSP, 
while the left gray-shaded region is excluded by the LEP2 experi-
ment [31]. The green-shaded region is excluded by the XENON1T 
experiment on DM direct detection, while the green-hatched re-
gion is estimated to be excluded by the CMS disappearing track 
search [32,33]. We provide a few benchmark points (BPs) for fu-
ture analyses shown in Table 1; note that BP-WH4 is excluded by 
XENON1T (see below), but introduced for completeness. Colored 
SUSY particles are not displayed because they are heavy due to 
large M3 and beyond the present LHC limits.

Because of M1 ≫ M2 ∼ µ, the lightest neutralino, being the 
LSP, is the mixture of wino and Higgsino and can be a subdom-
inant component of the DM. Its relic density is shown by the black 
contours Fig. 3(a) in percentage terms, where the values are nor-
malized by the total DM abundance, $CDMh2 ≃ 0.12. Although it is 
only a few percent of the total DM, their spin-independent cross 
section to protons is sizable. As shown in Fig. 3(b), the effective 
spin-independent cross section of the DM direct detection, defined 
by σ eff

SI ≡ $LSP/$CDM ×σSI, is as large as 10−46 cm2 and the green-
shaded region is excluded by the XENON1T experiment [34]. Most 
of the remaining region will be probed by future direct-detection 
experiments, such as DarkSide-20k [35], LZ [36], PandaX-4T [37], 
and XENONnT [38].

Model points with wino-like LSP are rigorously constrained 
by chargino searches based on disappearing-track signature [32,
39] because of the sufficiently large lifetime of the wino-like 
χ±

1 , which is degenerate with the LSP. We analyzed the CMS 
results [32] with the cross section calculated by Prospino 
2.1 [40] and the chargino lifetime calculated by SOFTSUSY 
4.1.10 [41,42]. We estimate that the green hatched region in 
Figs. 2–5 are excluded. However, those limits do not cover the re-
gion with M2 ≃ µ because, due to the Higgsino component of χ̃±

1 , 
the lifetime is shorter and the production cross section is smaller 
compared to wino-like chargino.

LHC searches for two-lepton and missing transverse momentum 
(2l + ✁pT) may also constrain the parameter space, but, unlike bino-
LSP models studied in Refs. [14,43], reinterpretation of the LHC 
results is involved for wino- or Higgsino-LSP models. Namely, the 
sleptons are allowed to decay into χ̃±

1 without emitting any hard 
charged leptons and thus may circumvent the search. On the other 
hand, if produced χ̃±

1 s are soft enough not to affect event qual-
ity or event selection, they also result in ✁pT and processes such 
as pp → ν̃ν̃∗ → e+e−χ̃+

1 χ̃−
1 may contribute the 2l + ✁pT search. 

The reinterpretation therefore needs to estimate the probability 
for χ̃±

1 to mimic ✁pT, which is beyond the scope of this work. We 
found that, if we naively identify χ̃±

1 as ✁pT and ignore the mass 
difference between χ̃±

1 and χ̃0
1 , the parameter space in Figs. 2–3

with µ > M2 is mostly excluded except for the model points with 
slepton–LSP degeneracy. The parameter space in Figs. 4–5 are not 
constrained even under this constraintive assumption.

The remaining regions, including those excluded by XENON1T, 
are therefore to be searched for by the production of heavier elec-
troweakinos, χ̃±

2 and χ̃0
2,3. In fact, as examined in Ref. [14], SUSY 

models with sizable #aSUSY
µ from wino-Higgsino loop (Fig. 1) are 

typically searched for by electroweakino pair-production, which 
yields signatures with two SM bosons (W ± , h, Z ) with large 
missing transverse momentum. Unlike bino-LSP models studied 
in Refs. [13,14,43], the expected signature is diverse and involved 

2

𝑎𝜇 (Exp.) = 116592059(22) × 10−11, (A.4)

where the numbers in brackets show the combined uncertainties.

In the Minimal Supersymmetric Standard Model (MSSM), additional loop corrections to the
muon 𝑔–2 arise from electroweakino and sleptons. To explain the observed 𝑔–2 at the 2𝜎 level
with light higgsinos at the range of 100 – 400 GeV, the mass of winos and sleptons is upper bound
by 3 TeV and 800 GeV, as discussed in Ref. [123]. Figure A.2 shows one of the diagrams with
winos, higgsinos, and smuons (sneutrinos) in the loop corrections. Similar loops are induced
by bino, winos, higgsinos, smuons, and sneutrinos, and the magnitude strongly depends on the
masses of the particles and tan 𝛽.

A.2 Mechanisms to enhance the annihilation cross-section of
bino-like LSP

As discussed in Section 2.2, the annihilation cross-section of a bino-like lightest SUSY particle
(LSP) is too small to account for the observed relic density. To enhance the annihilation cross-
section, we consider the case where bino and higgsino or wino are mixed to form an LSP. This
allows the bino-like LSP to co-annihilate with other neutralinos and charginos with degenerate
mass, referred to as the “well-tempered neutralino”. However, achieving this requires a fine-tuning
of the mass parameters, with 𝑀1 ∼ 𝜇 for the bino-higgsino scenario and 𝑀1 ∼ 𝑀2 for the
bino-wino scenario. Figures A.3(a) and A.3(b) show the current constraints in the well-tempered
bino-higgsino and bino-wino neutralino scenarios, respectively.
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Figure A.3: Current constraints on the well-tempered bino-higgsino and bino-wino neutralino scenarios.
The pseudo-scalar Higgs boson mass and tan 𝛽 are fixed to 𝑀𝐴 = 500 GeV and tan 𝛽 = 10, respectively.
The orange (green) regions represent the parameter space excluded by LHC (LEP) searches. Exclusion
limits from the direct dark matter detection experiment are shown as regions filled with blue. The red
line shows the region that explains the observed relic density of the dark matter, and the shaded regions
surrounded by the red line show the region where the dark matter would be overabundant. (a) Constraints
on the well-tempered bino-higgsino in the 𝜇 and 𝑀1 plane. The diagonal and hyperbolic-shaped dotted
gray lines represent the mass difference and LSP mass, respectively. (b) Constraints on the well-tempered
bino-wino in the 𝑀2 and 𝑀2 − 𝑀1 plane. The horizontal and vertical dotted gray lines represent the mass
difference and the LSP mass, respectively. The figures are taken from Ref. [125].

Although achieving the “well-tempered neutralino” requires a fine-tuning of the mass parameters,
certain cases avoid this requirement. For instance, the “𝑍/𝐻 funnel” mechanism enhances the
annihilation cross-section by annihilation to 𝑍 or Higgs boson when the LSP mass is approximately
half the mass of the 𝑍 or Higgs boson. Figure A.4 shows the neutralino mass points and the
resulting relic density that pass through the phenomenological MSSM (pMSSM) scan, which
focuses on the bino-like LSP case. The figure indicates that the bino-like LSP can have a relatively
low mass and still meet the relic density criteria, thanks to the 𝑍/𝐻 funnel mechanism.

A.3 Limits to electroweakinos as a dark matter candidate

Many searches for electroweak gauginos have been conducted in the LHC, providing various
limits on the supersymmetry (SUSY) parameters. Scans of the pMSSM parameters have been
performed using the results of ATLAS Run 2 analyses and external constraints. Figure A.5(a)
shows the number of models before and after applying the constraints of ATLAS Run 2 analyses
for each LSP component. Compared to other scenarios, the wino-like LSP scenario is highly
excluded by the disappearing track analysis [15]. Models with bino-like and higgsino-like LSP
are not excluded by Run 2 analyses. However, most of the bino-like LSP models are further
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Figure A.4: Scatter plot of points passing through
the pMSSM scan. The horizontal dashed line
corresponds to the observed relic density. The
color of each point corresponds to the dominant
annihilation mechanism. The pMSSM scan fo-
cuses on the bino-like LSP. The figure is taken
from Ref. [39].

excluded by requiring the constraint from the observed relic density. To oversample the additional
annihilation mechanisms for the Bino-like LSP model, an extra scan has been performed with
only Bino-like LSP models. Figure A.5(b) shows the number of models before and after applying
the constraints of ATLAS Run 2 analyses for bino-like LSP. Most models with LSP mass in the
𝑍/ℎ funnel region are excluded by Run 2 analyses.
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Figure A.5: (a) Number of models before and after applying the constraints from ATLAS Run 2 analyses
for each LSP component. The bottom plot shows the fraction of excluded models for each LSP component.
(b) Number of bino-like LSP models before and after applying the constraints from ATLAS Run 2 analyses.
The peak on the left side shows models in the 𝑍/ℎ funnel region, and most of the models are excluded by
ATLAS Run 2 analyses. The bottom plot shows the fraction of excluded models. The figures are taken
from Ref. [39].
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Appendix B
Muon Trigger Upgrade for the HL-LHC

The muon trigger in the ATLAS detector is divided into the barrel region using the Resistive Plate
Chamber (RPC) detector and the endcap region using the Thin Gap Chamber (TGC) detector.
This chapter focuses on the upgrade of the muon system in the endcap region for the HL-LHC.
First, Section B.1 gives an overview of the TGC detector installed outside the magnetic field and
the current trigger logic to reconstruct muon segments. Section B.2 explains the sources of the
increased trigger rate and describes the trigger logic using muon detectors inside the magnetic
field to mitigate it. Section B.3 provides an overview of the upgrades of the trigger system towards
the HL-LHC in the endcap region to reduce the trigger rate. Section B.4 describes the new trigger
logic that can be implemented with the upgrade and personal contributions to the development.
Finally, Section B.4.3 summarizes the performance achieved by the developed trigger logic.

B.1 Overview of the Thin Gap Chamber

Three TGC stations, called M1, M2, and M3 from the inside, are located outside the magnetic
field. The M1 station consists of a TGC Triplet, which has three layers of wires and two layers
of strips. The M2 and M3 stations consist of TGC Doublets with two layers of wires and strips.
Each wire and strip layer is slightly shifted in the 𝜂 and 𝜙 direction, which provides improved
position resolution by taking the coincidence between each layer. M1, M2, and M3 have disk-like
structures, and the three stations are called the TGC Big Wheel (TGC BW). The location of the
muon segment reconstruction is determined using the positional information provided by M3,
and this criterion will remain unchanged in the HL-LHC.

The region with 1.05 < |𝜂 | < 1.9 is referred to as the endcap region, while the region with
1.9 < |𝜂 | < 2.4 is known as the forward region. Each region is divided into 48 and 24 units in the
𝜙 direction, respectively, and these units are called the “trigger sectors”. The trigger decision
is made separately on the A- and C-sides, using only the information within the same trigger
sector.
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図 3.5 エンドキャップミューオントリガーの概要 [13]。M1、M2、M3で得られたミューオ
ンの飛跡情報を用いる。磁場中での曲がり具合から横運動量を見積もり、設定され
た閾値に対してトリガー判定を行う。図中の飛跡は µ−のもの。

3.1.3 Level-1 ミューオンエンドキャップトリガー判定の概要

Run-2でのエンドキャップミューオントリガーの概要を図 3.5に示す。衝突で生成されたミューオン
は磁場の内側に設置された検出器に信号を残しながら、トロイド磁場に入射する。ミューオンの飛跡は
磁場中で η方向に曲げられる。磁場領域を通過したミューオンは TGC BWを通過し、信号を残す。
Level-1 エンドキャップミューオントリガーでは pTを計算し、決められた閾値に対してトリガー判定
を行う。pTを計算するために 3層のTGC BWで得られた飛跡情報とM3と衝突点を結んだ直線を用い
て磁場中での飛跡の曲がり具合を見積もる。この飛跡の曲がり具合は R方向と φ方向で別々に計算さ
れ、dRと dφとして表される。この飛跡の曲がり具合が小さいミューオンほど高い pTを持っているこ
とを表しており、飛跡の曲がり具合の情報 (dR, dφ)を pTに変換してトリガー判定を行っている。

3.1.4 エレクトロニクス

TGCで用いられるエレクトロニクスはトリガー判定と検出器のヒット情報の読み出しの 2つの役割
を担っている。図 3.6にトリガー信号と読み出しデータの流れの全体図を示す。
以下では各エレクトロニクスについて説明する。
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Figure B.1: Overview of the endcap muon trigger logic. The 𝑝T is measured by calculating the difference
in 𝑅-position at M1 relative to M3 between the hit positions at M1, M2, and M3 and the trajectory of a
muon that passes through with infinite momentum.

Muons produced from the interaction point pass the toroidal magnetic field applied in the 𝜙
direction and bent in the 𝜂 direction. Furthermore, muons are also bent in the 𝜙 direction by the
magnetic field component in the 𝑧 direction generated by the solenoid magnet near the collision
point and the magnetic field component in the 𝑅 direction generated near the toroidal magnet.
The curvature of the muon track depends on the 𝑝T. Therefore, it is possible to calculate the 𝑝T
of a muon by measuring its change in position in the 𝑅 and 𝜙 directions compared to when it
passes through with infinite momentum. The trigger decision is performed by setting a threshold
on the calculated 𝑝T. Figure B.1 shows a schematic of the trigger logic for Run 2 and Run 3.

In the current trigger system, the on-detector boards require that the wire (strip) has a hit on
at least 2-out-of-3 (1-out-of-2) layers at M1 and at least 3-out-of-4 layers at M2 and M3. The
difference between the positions of M1 and M3 in the 𝑅 (𝜙) direction is sent to the off-detector
boards to calculate the 𝑝T, referred to as the “Sector Logic Board” (SL board). The average
efficiency of the TGC detector in each layer is 92.7% for wires and 92.1% for strips, and the
limited combination of layers limits the detection efficiency of muons in the current system to
91.8%.
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B.2 Trigger Logic using Muon Detectors inside the Magnetic Field

Two primary sources cause the increase in the trigger rate. First, low-momentum secondary
particles, which are produced by elastic or inelastic scattering of the proton beam with residual
gas in the beam pipe, are bent by the magnetic field and enter the TGC BW, where they appear as
muons with high momentum. These events are called “fake muons” and are the main reason for
the increase in the trigger rate. Secondly, the accuracy of determination of the muon 𝑝T causes
the trigger rate to increase by triggering muons with a low 𝑝T below the threshold value. To
reduce the trigger rate, four types of detectors are placed inside the magnetic field.

In the region of 1.05 < |𝜂 | < 1.3, the RPC and TGC detectors with limited coverage are placed,
and the area not covered by these two detectors is supplemented by the Tile Calorimeter (TileCal)
that covers the entire 𝜙 region. In the Run 3, a new detector called the New Small Wheel (NSW)
was introduced in the region 1.3 < |𝜂 | < 2.7 to measure the position and angle information of
the muon segment with high accuracy. As for the fake muon, since it is not from the interaction
point, it can be significantly reduced by taking the coincidence between the TGC BW and the
muon detectors inside the magnetic field. Detectors such as the TileCal can measure position,
whereas the NSW detector measures both position and angle. By combining these measurements
with position information in the TGC BW, 𝑝T determination can be performed with even higher
accuracy, reducing muons with low 𝑝T. Combining the information from the TGC BW with the
information from the detectors inside the magnetic field is called the “Inner Coincidence”.

B.3 Upgrade of the Endcap Muon Trigger System

To accommodate the increased trigger rate, all trigger logic and readout boards will be replaced,
except for the ASD board, which is installed on the TGC chamber. This board converts analog
signals to digital signals and is designed to operate in the HL-LHC environment. Therefore,
it does not need to be replaced. The TGC EI chamber, the TGC detector installed inside the
magnetic field, will also be replaced with a new TGC detector. Each upgrade will be described in
detail below.

TGC electronics upgrade The TGC trigger logic and readout boards must meet certain
conditions. First, all TGC hit information processed by the ASD board should be sent to the SL
board, which performs the trigger decision using all hit information at once. Additionally, the
SL board should handle all data readouts. Since the SL board must be capable of processing
vast amounts of data compared to the Run 3, a large-scale FPGA called XCVU13P of the Virtex
UltraScale+ FPGA series will be used. The XCVU13P is equipped with standard Block RAM
and a large-capacity memory called the “UltraRAM”, which can be used to perform large-scale
computations.
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Figure B.2: The structure of the TGC
EI chambers. The TGC EI consists of
two types of TGC chambers: a cham-
ber called T11 Standard and a slightly
shorter TGC chamber in the 𝑅 direction
called T11 Special. TGC chambers are
installed to avoid interference with the
toroidal magnet and calorimeter in the
barrel section and support structures of
the detector. The figure is taken from
Ref. [126].

7 TGC

Figure 7.6: The TGC EIL4 system layout.

of the barrel toroid magnets, the calorimeter rails, and services of calorimeters and the
Small Wheels. The layout of the TGC chambers in this region is shown in Fig. 7.6. Doublet
chambers of two different sizes (T11-standard and T11-special) are used.

About 70% of the transition region in azimuth is covered by the EIL4 TGC doublets and
the EIL4 MDT chambers, corresponding to the large sectors of the spectrometer. In small
sectors, the innermost chamber traversed by a muon track would instead be a BIS7 or BIS8
MDT chamber (i.e. a barrel chamber rather than an endcap one), and there are currently no
trigger chambers in the small sectors. The BIS7 and BIS8 MDT chambers will be replaced
by new integrated BIS78 chambers, comprising RPCs for trigger and sMDT chambers for
tracking, as a part of the ATLAS Phase-I upgrade program.

The trigger logic is different between the systems based on the BIS78 RPC and the EIL4
TGC chambers. In the case of the BIS78 RPC triplet chambers, a majority logic of 2-out-
of-3 layers can be applied. In the case of the EIL4 TGC doublets, the only possible choice
is a logical OR of the two layers, which has limited rejection power due to random hits
and noise. An AND, i.e. a 2-out-of-2 coincidence, would not be efficient enough due to

220

TGC EI chamber upgrade The TGC EI chambers installed in the 1.0 < |𝜂 | < 1.3 region have
a complicated structure to avoid interference with the toroidal magnet and calorimeter in the barrel
section and support structures of the detector. As shown in Figure B.2, the TGC EI consists of
several TGC chambers of different sizes. The current TGC EI chamber has a two-layer (doublet)
structure and requires that at least one of the two layers have a hit. However, in environments with
high luminosity, the hit rate in the TGC EI is also high, and the current system cannot suppress
the increase in trigger rate due to fake muons. Furthermore, if one of the two layers becomes
non-functional, the TGC EI cannot be used for the Inner Coincidence, leading to a significant
increase in the trigger rate caused by fake muons.

To address this situation, the TGC Doublet will be replaced by a TGC Triplet with a three-layer
structure with a higher resolution. It is possible to require at least two of the three layers to have
hits by introducing the TGC triplet. This results in improved reduction performance against noise
and accidental hits. Furthermore, the three-layer configuration ensures robustness when one layer
becomes inoperative.

B.4 Development of the New Endcap Trigger Logic

In the upgrade towards the HL-LHC, the latency of the trigger decision will increase from 2.5 µs
to 10 µs due to the larger buffer size that retains detector information during the trigger decision.
In addition to receiving all hit information, the longer latency allows the incorporation of more
sophisticated trigger logic for reconstructing muon segments with greater precision. The new
endcap muon trigger logic for the HL-LHC is divided into three stages.

• The HL-LHC muon system will be able to reconstruct muon segments using a process
called “pattern matching algorithm”. This algorithm will utilize the hit data from all
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seven layers of the TGC BW, which will be transferred to the SL board. This method
reconstructs tracks with higher efficiency and higher positional and angular resolution than
conventional methods. The reconstructed angle information is used to perform a highly
accurate determination of 𝑝T.

• By combining the position and angle information obtained from the track reconstructed by
the TGC BW with the precise position and angle information of multiple detectors present
within the magnetic field, 𝑝T determination can be performed with greater accuracy. The
trigger rate caused by fake muons is reduced by requiring a hit in the detector inside the
magnetic field as in the current system. The trigger rate caused by fake muons will also be
reduced by requiring a hit in the detector inside the magnetic field as in the current system.

• In the current system, the MDT detector is used only for software-based precise trigger
decisions. However, the MDT detector will also be available for hardware-based fast trigger
decisions in the HL-LHC.

In the following, we would like to present the method developed for reconstructing muon segments
in the TGC BW. Furthermore, we will discuss the coincidence logic between the detectors located
inside the magnetic field.

B.4.1 Muon Segment Reconstruction in the TGC BW

In the HL-LHC, all hit information is sent to the SL. Therefore, we can require that the wire
(strip) has a hit on at least 5-out-of-7 (4-out-of-6) layers. This will result in a muon detection
efficiency of 96.0% at the TGC BW, an improvement of 4.2% over the current system. In the
initial stage of the muon segment reconstruction, segments are reconstructed separately in the Δ𝜃
and Δ𝜙 directions using wire and strip information. After this step, the angle information of the
wire and strip segments is combined to determine the muon 𝑝T. Below are further explanations
of these two steps.

Pattern Matching Algorithm In the pattern matching algorithm, the angle and position
information of the muon segments corresponding to each TGC BW hit combination is calculated
in advance, and a pattern list is created that corresponds the TGC hit information to the segment
information on a one-to-one basis. The position and angle information of the wire and strip
segments is represented by 18 bits. The created pattern list is stored in the large memory of the
FPGA, and 𝑝T threshold values corresponding to the input hit combinations are output at high
speed. If we intend to store all the patterns for the seven TGC layers in the trigger sector, the pattern
list can consume a substantial amount of memory. For example, the pattern list in the forward
region, with approximately 27 wire channels per layer, would require about (27)7 × 18 bit ∼ 8 Pb
of memory, which is impractical. To address this issue, we define the overlapping part between
layers for each M1, M2, and M3 station as the representative point. This approach enables us to
store only the combination of three representative points for each station, significantly reducing
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Figure B.3: Schematics of the muon segment reconstruction in the TGC BW. The first step is to define
representative points that overlap between the layers of each station, referred to as the “Station Coincidence”.
The angle and position information of the muon segments is extracted from the pattern list using the
combination of the representative points at each station.

the necessary memory for the pattern list. Schematics of the pattern matching algorithm are
illustrated in Figure B.3.

Pattern lists have been developed for each TGC BW trigger sector, considering the difference in
the magnetic field depending on the 𝜙 position. If a single muon produces multiple hits within a
station, this may result in various output patterns. Therefore, it is necessary to determine a method
to select a single pattern when multiple candidates are produced. There are two possible methods:
one is to prioritize outputs with larger 𝑝T, and the other is to prioritize outputs with a large number
of matched layers. In prioritizing the highest 𝑝T output, even if the reconstructed track angle is
incorrect, the one with the highest 𝑝T is selected, leading to a systematic deviation in the angle
information. Figure B.4 shows the method that prioritizes the highest number of matched layers.
This method provides good angular resolution while not producing any systematic deviations in
relation to the correct angular information.

Coincidence between Wire and Strip Segments TGC BW uses the pattern matching algorithm
using wires and strips independently to determine the angle and position information of muon
segments in the 𝜂 and 𝜙 directions, respectively. In addition to the magnetic field in the 𝑅
direction, a magnetic field in the 𝜙 direction is produced in the transition region between the
barrel and endcap toroidal magnet. Therefore, depending on the region, the Δ𝜃 and Δ𝜙 of the
muon segment are correlated as shown in Figure B.5. The relationship between the angles of the
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Figure B.4: The angular resolution of tracks obtained from muons with 𝑝T = 20 GeV. The angular
resolution is evaluated using a single muon sample, which produces only one muon during each event. (a)
The angular resolution of each charge is shown. The figure illustrates that the angular resolution remains
consistent across different charges. (b) The angular resolution is shown for each number of matched layers.
The figure indicates that increasing the number of matched layers results in an improved angular resolution.

Figure B.5: An example of a coincidence window that is used
to evaluate the muon 𝑝T. In the coincidence window, red,
yellow, green, and blue cells represent muons that pass the
𝑝T threshold for 20, 15, 10, and 5 GeV. Information on the
angular difference (Δ𝜃 and Δ𝜙) calculated by wire and strip
segment reconstruction is used to evaluate the 𝑝T threshold
the muon passes. The Δ𝜙 axis is divided non-uniformly to
provide higher resolution for muons with higher 𝑝T.
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muon segment (Δ𝜃 and Δ𝜙) and 𝑝T in each region is called the “Coincidence Window”, which is
stored in the large memory of the FPGA. The coincidence window represents Δ𝜃 in 7 bits and Δ𝜙

in 4 bits. Since a higher 𝑝T requires higher resolution, the Δ𝜙 axis is divided non-uniformly, as
shown in the figure.

Figure B.6 shows the efficiency of muons with the developed coincidence window. It can be seen
that muons with 𝑝T below the threshold are reduced while maintaining a high efficiency of about
97% in the plateau region.
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Figure B.6: Muon efficiency for each 𝑝T
threshold after the wire-strip coincid-
ence. The efficiency is evaluated using
a single muon sample, which produces
only one muon during each event.
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B.4.2 Coincidence with detectors inside the magnetic field

In the ATLAS detector, fake muons that do not originate from the collision point cause the increase
in the trigger rate. To reduce the trigger rate, the position and angle of the track reconstructed by
the TGC BW are combined with the information from the detector inside the magnetic field. Four
types of detectors are installed inside the magnetic field, as shown in Figure B.7, and each detector
covers different areas. Therefore, it is necessary to properly select the detector inside the magnetic
field with which position and angle information should be combined according to the position of
the muon segment reconstructed by the TGC BW. It is possible for muon segments in the same
position of the TGC BW to be detected by different detectors based on the charge and 𝑝T due to
different directions and magnitude of the curvature. To address this, we optimized the detectors to
be combined based on the charge and 𝑝T information obtained by the sign of the Δ𝜃 information
of the muon segment reconstructed in the TGC BW. The logic of the Inner Coincidence in the
endcap (1.05 < |𝜂 | < 1.3), forward (1.3 < |𝜂 | < 2.4), and very-forward (2.4 < |𝜂 | < 2.7) regions
is briefly explained below.

Endcap region (1.05 < |𝜼| < 1.3) Three types of detectors are installed in the endcap region:
TGC, RPC, and TileCal. Since the TGC and RPC detectors can measure positional information,
muons with low 𝑝T can be reduced by the difference between the positional information of the
muon segment reconstructed by the TGC BW. As the TileCal cannot determine precise position
information, it can only detect the presence of a muon passing through it. When a muon segment is
reconstructed in the TGC BW, a significant reduction in fake muons can be achieved by requiring
the corresponding TileCal cell to have a substantial energy deposit. The performance of the
developed trigger logic at 𝑝T threshold 20 GeV in the endcap region is given in Figure B.8 for
each detector. The figure shows that the efficiency at the plateau is about 2% lower when using
the TileCal. This is because the TileCal has modules that cover the entire 𝜙 direction, but there is
a dead zone between each module.
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(a) 𝑅 – 𝑧 view of the ATLAS detector (b) 𝑥 – 𝑦 plane of the Inner Detectors (IDs)

Figure B.7: The layout of the muon spectrometers for the HL-LHC.
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Figure B.8: Performance of the developed trigger logic at 𝑝T threshold 20 GeV in the endcap region. The
TileCal has a lower positional resolution, resulting in a lower reduction of low-𝑝T muons compared to the
TGC and the RPC. The efficiency is evaluated using a single muon sample, which produces only one muon
during each event.
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Figure B.9: Muon efficiency for 𝑝T
threshold at 20 GeV in the very-forward
region. The efficiency is evaluated us-
ing a single muon sample, which pro-
duces only one muon during each event.
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Forward region (1.3 < |𝜼| < 2.4) The forward region is covered by the NSW, which can
measure position and angle information with high accuracy. Therefore, combining the angular
information of the muon segment in the TGC BW and the NSW position and angle information
can significantly reduce low-𝑝T muons. The performance of the trigger logic developed in the
forward region is given in Section B.4.3 along with the performance in the endcap region.

Very-forward region (2.4 < |𝜼| < 2.7) NSW covers up to a region of |𝜂 | < 2.7, which allows
the muon trigger region to be extended to more forward regions. On the other hand, as shown in
Figure B.7, M2 and M3 of the TGC BW only cover the region of |𝜂 | < 2.4, and therefore muon
segment reconstruction cannot be performed in the TGC BW. Decreasing the trigger rate solely
by relying on the M1 station would be difficult. However, achieving an acceptable trigger rate is
possible by using the NSW in combination with the Monitored Drift Tube (MDT), increasing the
accuracy of the 𝑝T measurement. The muon 𝑝T is measured by comparing the hit position in the
NSW and the M1 station. In addition, setting a threshold value for the angle information of the
NSW reduces triggers caused by charged particles not originating from the collision point. Since
only three layers of wires and two layers of strips are available at the M1 station, the trigger rate
increases significantly due to noise. Despite the lower detection efficiency, the total number of
layers of wires and strips with hits in the M1 station must be more than four layers, and the hits
must be on the same layer for both wires and strips. The performance of the developed trigger
logic in the very-forward region is given in Figure B.9. Although tight conditions are applied to
the number of layers in the M1 station, the efficiency of the plateau is about 85%. Despite the
high trigger rate expected at the 𝑝T threshold of 20 GeV within the HL-LHC, which currently
stands at approximately 83 kHz, a further reduction is anticipated with the MDT in the future.
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Figure B.10: Trigger efficiency and trigger rate of the trigger logic developed in the endcap and forward
region. (a) For the HL-LHC trigger logic, the trigger efficiency is evaluated using a single muon sample,
which produces only one muon during each event. The trigger efficiency for the Run 2 trigger logic is
evaluated using data taken in 2018. The plateau efficiency of the HL-LHC is relatively high compared to
Run 2 since all hit information is sent to the SL board, allowing more loose conditions to be imposed on
the number of hits. (b) The trigger rate for the nominal luminosity (1 × 1034 cm−2 s−1) is obtained using
the Run 2 data taken in 2016 with the zero-bias trigger. To estimate the trigger rate at higher luminosity,
the events in these data are overlaid. The solid blue line shows the result of fitting the points with a linear
function. The figures are taken from Ref. [127].

B.4.3 Summary of the Endcap Muon Trigger Logic

The efficiency and trigger rate evaluated for the trigger logic developed in the endcap and forward
region are summarized in Figure B.10. The figure also shows the trigger efficiency of the trigger
logic in Run 2, which indicates that the trigger logic in the HL-LHC can further reduce low-𝑝T
muons while maintaining a high efficiency above the 𝑝T threshold. The trigger rate for the 𝑝T
threshold of 20 GeV at the luminosity of the HL-LHC is approximately 23 kHz. The trigger rate
is expected to be further reduced by using the MDT for more accurate 𝑝T determination.
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Appendix C
Supplements of Event Reconstructions

C.1 Jets

Particle Flow (PFlow) algorithm The energy deposit that has been double-counted is subtracted
from the topo-clusters through the following procedure.

• Track selection : The reconstructed tracks undergo various selection criteria to mitigate
the impact of poorly measured tracks. However, tracks are not required to be associated
with the primary vertex during this stage. Additionally, tracks associated with reconstructed
leptons are excluded from the subtraction process.

• Track/topo-cluster matching : Tracks are matched to a single topo-cluster based on the
positional difference. To minimize the matching of incorrect topo-clusters, a permissive
criterion is applied to the energy and momentum ratio of calorimeters and tracks, defined
as 𝐸clus /𝑝trk > 0.1.

• Split shower recovery : A single particle may leave energy deposits in multiple topo-
clusters.To identify cases where topo-clusters are divided into multiple topo-clusters from a
single particle, the discrepancy between the anticipated and matched topo-cluster energy is
used as a discriminant. When the discriminant falls below a specific threshold, topo-clusters
within a cone size of Δ𝑅 = 0.2 around the track are merged.

• Energy subtraction : The expected energy deposit from charged particles associated with
the track is assessed through simulation samples. The energy deposit estimated from tracks
is then subtracted from the matched topo-clusters on a cell-by-cell basis.

• Remnant removal : The remaining topo-clusters are discarded if the energy is consistent
with the shower fluctuations.

The schematic of the Particle Flow (PFlow) algorithm is given in Figure C.1.
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(b) Split shower recovery
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(d) Remnant removal

Figure C.1: Schematic of the PFlow algorithm in the case of two topo-clusters are reconstructed by a
charged pion. The red cells represent energy deposits by the charged pion, and the dotted lines show the
reconstructed topo-clusters. In step (a), the reconstructed track is matched to the topo-cluster represented
with a blue dotted line. In step (b), the other topo-cluster is merged to recover a single shower split into
multiple topo-clusters. In steps (c) and (d), the topo-clusters matched to the track are subtracted on a
cell-by-cell basis, and the remaining topo-clusters are discarded. The figures are taken from Ref. [97].

C.2 Muons

Muon objects are formed with the following four steps, which are briefly described. More details
can be found in Ref. [116].

Reconstruction This thesis uses two types of algorithms for reconstruction: “combined” and
“standalone” algorithms.

• Combined algorithm : Muons are reconstructed by combining information from the ID
and Muon spectrometer (MS) to form muons called combined muons (CB muons). Track
candidates reconstructed in the MS are extrapolated to the ID to find the corresponding
track.

• Standalone algorithm : To recover efficiency in the forward region (2.5 < |𝜂 | < 2.7) due
to the limited ID coverage, muons are reconstructed using only the MS information called
standalone muons (SA muons).

Identification Additional selection criteria are applied to suppress muon candidates from
in-flight decays of charged mesons, such as strange mesons or pions. Muons from in-flight decays
are expected to have “kink” topology, and this characteristic can be discerned by assessing the
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compatibility between the momentum measurements obtained from the ID and the MS. For CB
muons, the “𝑞/𝑝 significance” is used to quantify the “kink” topology, defined as

| (𝑞/𝑝)ID − (𝑞/𝑝)ME |√︃
𝜎2

ID + 𝜎2
ME

, (C.1)

where 𝜎 corresponds to the momentum resolution and subscripts represent the detectors used for
measurement.

In this thesis, the Medium working point is used for muon identification. Additional requirements
on the number of MDT or Cathode Strip Chamber (CSC) stations with at least three hits, denoted
as “precision stations”, are applied. In the |𝜂 | < 0.1 region, where the MS is not fully equipped,
the number of MDT or CSC stations with less than three hits and lacks at least three hits anticipated
based on its trajectory, denoted as “precision hole station”, is also used. CB muons are required
to pass 𝑞/𝑝 significance < 7 and at least two precision stations, except for the |𝜂 | < 0.1 region. In
the |𝜂 | < 0.1 region, CB muons with at least one precision station and at most one precision hole
station are also allowed. SA muons in the forward regions (2.5 < |𝜂 | < 2.7) are required to have
at least three precision stations.

Isolation Muons from semi-leptonic decay of hadronic sources can be suppressed by measuring
hadronic activities around the muons using track and calorimeter information. The PFlow
algorithm is used to remove the overlap of activities of charged particles, as discussed in
Subsection 5.3.1.

In this thesis, the PflowLoose_VarRad working point is used for muon isolation. The track-based
isolation variable, denoted as 𝑝varcone30

T , is defined as the scalar sum of the 𝑝T of tracks with
𝑝T > 1 GeV and within a variable cone size around the muon. The radius of the cone is adjusted
based on the momentum of the muon, as muons decaying from high-momentum hadronic sources
tend to be closely aligned with other decay particles. The radius used for 𝑝varcone30

T is defined
as min(0.3, 10/𝑝T) The calorimeter-based isolation variable, denoted as 𝐸neflow20

T , is defined as
the scalar sum of neutral particle-flow objects within Δ𝑅 < 0.2 of the muon. Combining the
track-based and calorimeter-based isolation variables, muons are required to pass the selection
described as

(𝑝varcone30
T + 0.4 × 𝐸neflow20

T ) < 0.16 × 𝑝𝜇T . (C.2)

The efficiencies for muon identification and isolation are summarized in Figures C.2(a) and C.2(b),
respectively.
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Figure C.2: (a) Muon identification efficiency for the Medium working point as a function of muon 𝑝T
measured in 𝐽/𝜓 → 𝜇𝜇 and 𝑍 → 𝜇𝜇 events. (b) Muon isolation efficiency for the PflowLoose_VarRad
working point as a function of muon 𝑝T measured in 𝑍 → 𝜇𝜇 events. In both figures, the bottom panel
shows the ratio of data and simulation with the combined systematic and Monte Carlo (MC) statistical
uncertainties. The figures are taken from Ref. [116].

Momentum Calibration The momenta of muons in data and simulation samples do not
perfectly match due to incomplete knowledge of the alignment of detectors and energy deposits in
calorimeters or detector material. Therefore, the momenta are calibrated using the invariant mass
(𝑚𝜇𝜇) of 𝐽/𝜓 → 𝜇𝜇 and 𝑍 → 𝜇𝜇 processes for low and high 𝑝T, respectively. Correction factors
are measured for the momentum of the CB muons, as well as the ID and MS tracks associated with
the CB muon. The calibration step is validated by comparing the corrected CB muon momentum
with the momentum combined from measurements in the ID and MS.

C.3 Electrons and Photons

Electron and photon objects are formed with the following four steps described briefly. More
details can be found in Ref. [128].

Reconstruction The reconstruction of electrons and photons begins with the following common
steps.

1. Track and topo-cluster matching : Tracks reconstructed in the ID are matched to
topo-clusters. Matched tracks are re-fitted to account for energy losses by bremsstrahlung.

2. Conversion vertex reconstruction : Tracks matched to topo-clusters are used to reconstruct
conversion vertices from conversion photons. Tracks with hits in the silicon detectors
and hits exclusively in the TRT detectors are used as inputs. Two types of vertices are
reconstructed: two-track and single-track conversion vertices. Two-track conversion vertices
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are reconstructed from tracks with opposite signs. In contrast, single-track conversion
vertices are reconstructed from a single track with no hits in the innermost ID layers.
The tracks are required to have a high probability of being electrons based on Transition
Radiation Tracker (TRT) hit information.

“Superclusters” with variable sizes are formed by combining topo-clusters using the objects
mentioned above. The size is dynamically adjusted to incorporate energy from bremsstrahlung
photons or electrons generated through photon conversions. For electrons, the formation of
superclusters extends to include topo-clusters that share the matched track with those already
added to the superclusters. In the case of conversion photons, topo-clusters matched with tracks
associated with the conversion vertex are added.

Identification Electron identification is performed using a likelihood discriminant with the
following inputs.

• Variables of the primary track associated with the electron

• Lateral and longitudinal shower shape in the electromagnetic calorimeter

• Information regarding the alignment of the track and calorimeter

The likelihood discriminant is formed by probability density functions (pdfs) measured in 𝑍 → 𝑒𝑒

for (𝐸𝑇 > 15 GeV) and 𝐽/𝜓 → 𝑒𝑒 (for 𝐸𝑇 > 15 GeV) events for signals and backgrounds.
Separate pdfs are derived from electrons in data events for each 𝐸T and 𝜂 range to incorporate
the energy and position dependence. The likelihood discriminant is formed using the signal and
background pdfs as

𝐿𝑆 (𝐵) (x) =
𝑛∏
𝑖=1

𝑃𝑆 (𝐵) ,𝑖 (𝑥𝑖) . (C.3)

This thesis uses the LooseAndBLayerLLH and MediumLLH working points for electron identifica-
tion. The LooseAndBLayerLLH working point requires a threshold to the likelihood discriminant
to achieve a detection efficiency of 93% for electrons with 𝐸T = 40 GeV, and additionally requires
a hit in the Insertable B-Layer (IBL) to suppress electrons from photon conversions. The Medium
working point requires a slightly strict threshold to the likelihood discriminant to achieve a
detection efficiency of 88% for electrons with 𝐸T = 40 GeV.

Photon identification is performed by applying cuts to shower-shape variables of photons to
suppress hadronic jet backgrounds. Energy deposit in the first layer of the EM calorimeter is
particularly effective in suppressing photons from neutral pion decays. This thesis uses the Tight
working point for photon identification. The applied cuts are optimized using TMVA [129] for
both converted and unconverted photons.
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Isolation This thesis uses the Loose_VarRad working point for electron isolation. The track-
based isolation variable for electrons, denoted as 𝑝varcone30

T , is defined as the scalar sum of
the 𝑝T of tracks with 𝑝T > 1 GeV and within a variable cone size around the electron. The
calorimeter-based isolation variable for electrons, denoted as 𝐸 topoetcone20

T , is defined as the scalar
sum of topo-clusters within Δ𝑅 < 0.2 of the electron.

This thesis uses the FixedCutTight working point for photon isolation. The track-based isolation
variable for photons, denoted as 𝑝cone20

T , is defined as the scalar sum of the 𝑝T of tracks with
𝑝T > 1 GeV and within a cone size of Δ𝑅 = 0.2 around the photon. The calorimeter-based
isolation variable for photons, denoted as 𝐸 topoetcone40

T , is defined as the scalar sum of topo-clusters
within Δ𝑅 < 0.4 of the photon.

The selections applied to track-based isolation variables and calorimeter-based isolation variables
are summarized in Table C.1.

Table C.1: Definitions of isolation working point of electrons and photons.

Object Working point Track-based isolation Calorimeter-based isolation

Electron Loose_VarRad 𝑝varcone30
T /𝑝T < 0.15 𝐸

topoetcone20
T /𝑝T < 0.2

Photon FixedCutTight 𝑝cone20
T /𝑝T < 0.05 𝐸

topoetcone40
T < 0.022 × 𝑝T + 2.45

The electron identification and isolation efficiencies are summarized in Figures C.3(a) and C.3(b),
respectively. The efficiencies for converted and unconverted photon identification and isolation
are summarized in Figures C.4(a) and C.4(b) and Figures C.5(a) and C.5(b), respectively.

Energy Calibration The energy scale and resolution of electrons and photons are calibrated
using the 𝑍 → 𝑒𝑒 process. The correction factor for the energy scale applied to the data is denoted
as 𝛼𝑖, where 𝑖 represents the 𝜂 region. Similarly, the correction factor for the energy resolution
applied to the simulation is denoted as 𝑐𝑖 . The two correction factors are defined as

𝐸data, corr =
𝐸data

(1 + 𝛼𝑖)
, (C.4)(𝜎𝐸

𝐸

)MC, corr
=

(𝜎𝐸

𝐸

)MC
⊕ 𝑐𝑖 , (C.5)

where 𝛼𝑖 and 𝑐𝑖 are derived by minimizing the difference between the invariant mass distribution
in data and simulation.
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Figure C.3: (a) Electron identification efficiency for multiple working points as a function of electron 𝐸T
measured in 𝑍 → 𝑒𝑒 events. The middle panel shows the ratio of data and simulation, and the combined
systematic and MC statistical uncertainties are illustrated in the bottom panel. (b) Electron isolation
efficiency for the multiple working points as a function of electron 𝐸T measured in 𝑍 → 𝑒𝑒 events. The
bottom panel shows the ratio of data and simulation with the combined systematic and MC statistical
uncertainties. The figures are taken from Ref. [130].
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Figure C.4: Photon identification efficiency for converted and unconverted photons as a function of photon
𝐸T. The “Radiative 𝑍” method collects 𝑍 → ℓℓ𝛾 events to measure the photon identification in low 𝐸T
ranges. The “Matrix method” utilizes inclusive photon events collected by single-photon triggers, providing
large data statistics in the high 𝐸T range. The “Electron extrapolation” method is used to complement
the measurements in the medium 𝐸T range using 𝑍 → 𝑒𝑒 events. The shower shape from electrons is
transformed to match the properties of photon showers estimated by simulation. The bottom panel shows
the ratio of data and simulation with the combined systematic and MC statistical uncertainties. The figures
are taken from Ref. [130].
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Figure C.5: Photon isolation efficiency for converted and unconverted photons as a function of photon
𝐸T, measured in 𝑍 → ℓℓ𝛾 events for multiple working points. The bottom panel shows the ratio of data
and simulation with the combined systematic and MC statistical uncertainties. The figures are taken from
Ref. [128].
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Appendix D
Expected yields and efficiency for each selection

This chapter summarizes the expected yield and efficiency after applying selections described in
Chapter 6.

The yields of the background process after each selection are summarized in Tables D.1 to D.3.
Table D.1 shows the yields after applying selections to satisfy the “jets+𝐸miss

T ” signature such
as the event cleaning and leading jet selections, and Table D.2 shows the yields after applying
selections to the track kinematics. Table D.3 shows the yields after selections applied to define
the SRs described in Section 6.5.2.

For the signal process, expected yields for each mass difference are summarized in Tables D.4
and D.5 for all selections.
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Table D.1: Background yields after applying each event kinematic selection. The efficiency for each
selection is also presented.

Variable 𝑍 (→ 𝜈𝜈̄)+jets 𝑍 (→ ℓℓ)+jets 𝑍 (→ 𝜏𝜏)+jets

– 3.5 × 105 1.2 × 106 9.6 × 104

Trigger 3.5 × 105 (99.7%) 1.1 × 105 (9.3%) 3.2 × 104 (32.7%)
Leading jet 𝑝T [GeV] 3.5 × 105 (99.8%) 6.4 × 104 (58.3%) 2.1 × 104 (66.1%)
Leading jet |𝜂 | 3.5 × 105 (100.0%) 6.4 × 104 (99.8%) 2.1 × 104 (99.8%)
Leading jet cleaning working point 3.5 × 105 (99.6%) 6.4 × 104 (99.5%) 2.1 × 104 (99.3%)
𝐸miss

T [GeV] 3.5 × 105 (99.5%) 1.7 × 103 (2.6%) 7.7 × 103 (37.1%)
Number of leptons 3.4 × 105 (97.5%) 512.2 (30.6%) 3.4 × 103 (44.3%)
Number of jets 3.2 × 105 (93.4%) 479.5 (93.6%) 2.7 × 103 (78.6%)
min(Δ𝜙(pjets

T , pmiss
T )) 2.9 × 105 (91.0%) 423.9 (88.4%) 756.7 (28.3%)

Variable 𝑊 (→ ℓ𝜈)+jets 𝑊 (→ 𝜏𝜈)+jets 𝑡𝑡

– 2.2 × 106 3.9 × 105 3.2 × 106

Trigger 1.0 × 106 (47.0%) 3.3 × 105 (84.2%) 2.2 × 106 (70.8%)
Leading jet 𝑝T [GeV] 7.8 × 105 (76.8%) 3.0 × 105 (92.2%) 5.0 × 105 (22.1%)
Leading jet |𝜂 | 7.8 × 105 (99.9%) 3.0 × 105 (100.0%) 4.9 × 105 (98.4%)
Leading jet cleaning working point 7.8 × 105 (99.5%) 3.0 × 105 (99.5%) 4.9 × 105 (99.8%)
𝐸miss

T [GeV] 2.7 × 105 (34.9%) 2.3 × 105 (76.8%) 1.3 × 105 (26.5%)
Number of leptons 6.0 × 104 (22.1%) 1.7 × 105 (72.1%) 4.8 × 104 (37.4%)
Number of jets 5.5 × 104 (91.1%) 1.5 × 105 (87.6%) 2.0 × 104 (42.4%)
min(Δ𝜙(pjets

T , pmiss
T )) 4.7 × 104 (85.2%) 8.7 × 104 (60.1%) 9.1 × 103 (44.3%)

Variable Single top Di-boson 𝛾+jets

– 1.1 × 106 1.4 × 105 1.7 × 106

Trigger 3.7 × 105 (32.4%) 8.1 × 104 (59.7%) 5.0 × 104 (2.9%)
Leading jet 𝑝T [GeV] 9.5 × 104 (26.1%) 6.7 × 104 (82.7%) 4.6 × 104 (92.4%)
Leading jet |𝜂 | 9.4 × 104 (98.2%) 6.7 × 104 (99.9%) 4.6 × 104 (100.0%)
Leading jet cleaning working point 9.3 × 104 (99.6%) 6.7 × 104 (99.6%) 2.6 × 104 (56.4%)
𝐸miss

T [GeV] 2.5 × 104 (26.3%) 3.8 × 104 (56.1%) 3.8 × 103 (14.8%)
Number of leptons 9.4 × 103 (38.2%) 1.9 × 104 (49.3%) 3.7 × 103 (96.7%)
Number of jets 5.5 × 103 (58.9%) 1.4 × 104 (77.8%) 3.2 × 103 (85.7%)
min(Δ𝜙(pjets

T , pmiss
T )) 2.6 × 103 (47.7%) 1.1 × 104 (74.1%) 24.6 (0.8%)

Variable Multĳet Total MC Data

– 7.4 × 106 1.8 × 107 2.2 × 107

Trigger 9.2 × 105 (12.5%) 5.5 × 106 (31.1%) 7.6 × 106 (34.3%)
Leading jet 𝑝T [GeV] 7.0 × 105 (75.4%) 2.9 × 106 (53.1%) 3.8 × 106 (49.6%)
Leading jet |𝜂 | 6.9 × 105 (99.8%) 2.9 × 106 (99.6%) 3.8 × 106 (99.5%)
Leading jet cleaning working point 6.2 × 105 (89.7%) 2.8 × 106 (96.5%) 2.7 × 106 (71.3%)
𝐸miss

T [GeV] 3.0 × 105 (48.4%) 1.4 × 106 (48.3%) 1.2 × 106 (44.2%)
Number of leptons 2.5 × 105 (84.3%) 9.0 × 105 (66.7%) 7.9 × 105 (66.7%)
Number of jets 1.7 × 105 (67.4%) 7.4 × 105 (81.4%) 6.8 × 105 (86.4%)
min(Δ𝜙(pjets

T , pmiss
T )) 1.0 × 103 (0.6%) 4.5 × 105 (60.8%) 4.8 × 105 (69.9%)
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Table D.2: Background yields after applying each track kinematic selection. The efficiency for each
selection is also presented.

Variable 𝑍 (→ 𝜈𝜈̄)+jets 𝑍 (→ ℓℓ)+jets 𝑍 (→ 𝜏𝜏)+jets

– 3.5 × 106 5.3 × 103 1.0 × 104

Track quality 3.1 × 106 (86.5%) 4.5 × 103 (86.2%) 8.9 × 103 (85.3%)
NIBL 2.9 × 106 (95.9%) 4.4 × 103 (95.8%) 8.5 × 103 (95.5%)
𝑝T [GeV] 1.2 × 106 (41.5%) 1.8 × 103 (41.4%) 3.5 × 103 (41.7%)
𝜂 9.3 × 105 (75.9%) 1.4 × 103 (75.2%) 2.7 × 103 (75.5%)
|𝑑0 | [mm] 9.3 × 105 (100.0%) 1.4 × 103 (100.0%) 2.7 × 103 (100.0%)
|Δ𝑧0 sin 𝜃 | [mm] 7.5 × 105 (81.2%) 1.1 × 103 (80.7%) 2.1 × 103 (80.2%)
|Δ𝜙(𝑝track

T , 𝐸miss
T ) | 2.2 × 105 (29.8%) 328.0 (30.0%) 665.5 (31.1%)

Track-based isolation 1.5 × 105 (67.8%) 219.8 (67.0%) 434.9 (65.3%)
Secondary vertex veto 1.5 × 105 (99.9%) 219.6 (99.9%) 434.6 (99.9%)
Leading 𝑆(𝑑0) selection 1.1 × 105 (74.4%) 164.8 (75.0%) 324.1 (74.6%)

Variable 𝑊 (→ ℓ𝜈)+jets 𝑊 (→ 𝜏𝜈)+jets 𝑡𝑡

– 5.9 × 105 1.1 × 106 1.9 × 105

Track quality 5.1 × 105 (86.2%) 9.6 × 105 (86.1%) 1.6 × 105 (86.6%)
NIBL 4.9 × 105 (95.8%) 9.2 × 105 (95.7%) 1.6 × 105 (95.4%)
𝑝T [GeV] 2.0 × 105 (41.2%) 3.8 × 105 (41.5%) 6.9 × 104 (44.2%)
𝜂 1.5 × 105 (76.0%) 2.9 × 105 (75.9%) 5.4 × 104 (79.0%)
|𝑑0 | [mm] 1.5 × 105 (100.0%) 2.9 × 105 (100.0%) 5.4 × 104 (100.0%)
|Δ𝑧0 sin 𝜃 | [mm] 1.2 × 105 (81.0%) 2.4 × 105 (80.9%) 4.7 × 104 (86.7%)
|Δ𝜙(𝑝track

T , 𝐸miss
T ) | 3.7 × 104 (29.6%) 7.1 × 104 (30.1%) 1.2 × 104 (26.1%)

Track-based isolation 2.4 × 104 (66.3%) 4.8 × 104 (67.7%) 6.3 × 103 (51.5%)
Secondary vertex veto 2.4 × 104 (99.9%) 4.8 × 104 (99.9%) 6.3 × 103 (99.9%)
Leading 𝑆(𝑑0) selection 1.8 × 104 (74.9%) 3.6 × 104 (74.5%) 4.5 × 103 (71.3%)

Variable Single top Di-boson 𝛾+jets

– 4.9 × 104 1.4 × 105 543.3
Track quality 4.2 × 104 (86.4%) 1.2 × 105 (86.3%) 451.1 (83.0%)
NIBL 4.0 × 104 (95.5%) 1.1 × 105 (95.7%) 418.0 (92.7%)
𝑝T [GeV] 1.8 × 104 (43.6%) 4.7 × 104 (41.8%) 157.1 (37.6%)
𝜂 1.4 × 104 (77.7%) 3.7 × 104 (77.1%) 142.6 (90.8%)
|𝑑0 | [mm] 1.4 × 104 (100.0%) 3.7 × 104 (100.0%) 142.6 (100.0%)
|Δ𝑧0 sin 𝜃 | [mm] 1.2 × 104 (85.5%) 3.0 × 104 (82.1%) 144.3 (101.2%)
|Δ𝜙(𝑝track

T , 𝐸miss
T ) | 3.1 × 103 (26.6%) 8.6 × 103 (28.6%) 53.3 (36.9%)

Track-based isolation 1.8 × 103 (56.3%) 5.5 × 103 (64.6%) 13.7 (25.7%)
Secondary vertex veto 1.7 × 103 (99.9%) 5.5 × 103 (99.9%) 13.7 (100.0%)
Leading 𝑆(𝑑0) selection 1.3 × 103 (72.2%) 4.1 × 103 (74.2%) 11.1 (81.3%)

Variable Multĳet Total MC Data

– 1.8 × 104 5.7 × 106 7.7 × 106

Track quality 1.5 × 104 (84.8%) 4.9 × 106 (86.4%) 6.6 × 106 (85.0%)
NIBL 1.4 × 104 (94.2%) 4.7 × 106 (95.8%) 6.2 × 106 (95.0%)
𝑝T [GeV] 6.2 × 103 (43.7%) 2.0 × 106 (41.6%) 2.7 × 106 (42.8%)
𝜂 4.9 × 103 (78.6%) 1.5 × 106 (76.1%) 2.0 × 106 (75.0%)
|𝑑0 | [mm] 4.9 × 103 (100.0%) 1.5 × 106 (100.0%) 2.0 × 106 (100.0%)
|Δ𝑧0 sin 𝜃 | [mm] 3.9 × 103 (80.1%) 1.2 × 106 (81.4%) 1.6 × 106 (81.0%)
|Δ𝜙(𝑝track

T , 𝐸miss
T ) | 1.4 × 103 (36.1%) 3.6 × 105 (29.7%) 4.7 × 105 (28.8%)

Track-based isolation 630.9 (44.5%) 2.4 × 105 (66.8%) 3.1 × 105 (67.3%)
Secondary vertex veto 630.8 (100.0%) 2.4 × 105 (99.9%) 3.1 × 105 (99.9%)
Leading 𝑆(𝑑0) selection 476.9 (75.6%) 1.8 × 105 (74.4%) 2.2 × 105 (71.4%)
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Table D.3: Background yields after applying each track kinematic selection for SR-Low and SR-High. The
efficiency for each selection is also presented.

Variable 𝑍 (→ 𝜈𝜈̄)+jets 𝑍 (→ ℓℓ)+jets 𝑍 (→ 𝜏𝜏)+jets

Preselection 1.1 × 105 – 194.9 – 400.9 –
𝐸miss

T [GeV] 4319.2 (3.8%) 2.7 (1.4%) 7.3 (1.8%)
Track 𝑝T [GeV] 801.1 (18.5%) 0.2 (7.0%) 1.3 (17.6%)

SR-Low 7.1 (0.9%) -0.0 (-0.3%) 0.1 (6.1%)
SR-High 5.1 (0.6%) 0.0 (0.1%) 0.0 (2.1%)

Variable 𝑊 (→ ℓ𝜈)+jets 𝑊 (→ 𝜏𝜈)+jets 𝑡𝑡

Preselection 2.1 × 104 – 4.1 × 104 – 5068.3 –
𝐸miss

T [GeV] 618.1 (2.9%) 1099.1 (2.7%) 88.3 (1.7%)
Track 𝑝T [GeV] 69.3 (11.2%) 246.2 (22.4%) 15.9 (18.0%)

SR-Low 0.7 (1.0%) 20.8 (8.5%) 1.3 (8.5%)
SR-High 0.5 (0.7%) 4.5 (1.8%) 0.4 (2.8%)

Variable Single top Di-boson 𝛾+jets

Preselection 1466.3 – 4362.0 – 1.5 –
𝐸miss

T [GeV] 51.9 (3.5%) 299.1 (6.9%) 0.0 (0.1%)
Track 𝑝T [GeV] 6.7 (12.8%) 55.3 (18.5%) 0.0 (0.0%)

SR-Low 0.4 (5.8%) 1.3 (2.4%) 0.0 (0.0%)
SR-High 0.0 (0.0%) 0.3 (0.5%) 0.0 (0.0%)

Variable Multĳet Total MC

Preselection 467.9 – 1.9 × 105 –
𝐸miss

T [GeV] 4.2 (0.9%) 6489.7 (3.5%)
Track 𝑝T [GeV] 1.9 (45.6%) 1197.8 (18.5%)

SR-Low 0.0 (0.0%) 31.7 (2.6%)
SR-High 0.0 (0.0%) 10.8 (0.9%)
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Table D.4: Cutflows for signal samples with 𝑚( 𝜒̃0
1) = 150 GeV, Δ𝑚( 𝜒̃±1 , 𝜒̃

0
1) = 1.5, 1.0, and 0.75 GeV.

Variable Δ𝑚( 𝜒̃±1 , 𝜒̃
0
1) = 1.5 GeV Δ𝑚( 𝜒̃±1 , 𝜒̃

0
1) = 1.0 GeV Δ𝑚( 𝜒̃±1 , 𝜒̃

0
1) = 0.75 GeV

Initial number of event (L × 𝜎) 1.4 × 105 1.4 × 105 1.4 × 105

Preliminary event reduction 4.3 × 104 (30.5%) 4.4 × 104 (30.6%) 4.4 × 104 (30.6%)
Trigger selection and event cleaning 3.8 × 104 (88.6%) 3.8 × 104 (88.4%) 3.9 × 104 (88.3%)
Leading jet 𝑝T > 250 GeV 8164.87 (21.3%) 8140.66 (21.2%) 8210.42 (21.2%)
Leading jet |𝜂 | < 2.4 8041.61 (98.5%) 8015.01 (98.5%) 8086.68 (98.5%)
Leading jet cleaning working point 8000.66 (99.5%) 7972.63 (99.5%) 8046.44 (99.5%)
Lepton veto 7582.11 (94.8%) 7773.71 (97.5%) 7901.84 (98.2%)
Photon veto 7499.56 (98.9%) 7691.53 (98.9%) 7818.10 (98.9%)
𝑛jet ≤ 4 7283.93 (97.1%) 7474.93 (97.2%) 7593.55 (97.1%)
min(Δ𝜙(any jet, pmiss

T )) > 0.4 6613.79 (90.8%) 6804.89 (91.0%) 6912.05 (91.0%)

𝑛(signal track candidate) ≥ 1 3492.72 (52.8%) 3572.95 (52.5%) 3565.01 (51.6%)
𝐸miss

T > 600 GeV 215.71 (6.2%) 232.93 (6.5%) 232.32 (6.5%)
Track 𝑝T ∈ [2, 5] GeV 60.71 (28.1%) 69.03 (29.6%) 75.74 (32.6%)

SR-Low
𝑆(𝑑0) ∈ [8, 20] 0.30 (0.5%) 4.14 (6.0%) 10.31 (13.6%)

SR-High
𝑆(𝑑0) ∈ [20,∞) 0.09 (0.1%) 1.20 (1.7%) 6.16 (8.1%)

Table D.5: Cutflows for signal samples with 𝑚( 𝜒̃0
1) = 150 GeV, Δ𝑚( 𝜒̃±1 , 𝜒̃

0
1) = 0.5, 0.35, and 0.25 GeV.

Variable Δ𝑚( 𝜒̃±1 , 𝜒̃
0
1) = 0.5 GeV Δ𝑚( 𝜒̃±1 , 𝜒̃

0
1) = 0.35 GeV Δ𝑚( 𝜒̃±1 , 𝜒̃

0
1) = 0.25 GeV

Initial number of event (L × 𝜎) 1.4 × 105 1.4 × 105 1.4 × 105

Preliminary event reduction 4.4 × 104 (30.7%) 4.4 × 104 (30.8%) 4.5 × 104 (30.8%)
Trigger selection and event cleaning 3.9 × 104 (88.3%) 3.9 × 104 (88.3%) 3.9 × 104 (88.3%)
Leading jet 𝑝T > 250 GeV 8237.52 (21.2%) 8195.16 (21.0%) 8308.96 (21.1%)
Leading jet |𝜂 | < 2.4 8110.38 (98.5%) 8065.29 (98.4%) 8184.73 (98.5%)
Leading jet cleaning working point 8070.78 (99.5%) 8024.51 (99.5%) 8142.57 (99.5%)
Lepton veto 7955.52 (98.6%) 7912.68 (98.6%) 8028.68 (98.6%)
Photon veto 7870.36 (98.9%) 7827.72 (98.9%) 7940.17 (98.9%)
𝑛jet ≤ 4 7655.47 (97.3%) 7604.84 (97.2%) 7712.77 (97.1%)
min(Δ𝜙(any jet, pmiss

T )) > 0.4 6966.32 (91.0%) 6943.76 (91.3%) 7016.04 (91.0%)

𝑛(signal track candidate) ≥ 1 3366.59 (48.3%) 3140.10 (45.2%) 3104.41 (44.2%)
𝐸miss

T > 600 GeV 222.97 (6.6%) 193.03 (6.1%) 179.76 (5.8%)
Track 𝑝T ∈ [2, 5] GeV 62.75 (28.1%) 36.45 (18.9%) 29.39 (16.4%)

SR-Low
𝑆(𝑑0) ∈ [8, 20] 8.99 (14.3%) 2.55 (7.0%) 0.62 (2.1%)

SR-High
𝑆(𝑑0) ∈ [20,∞) 11.28 (18.0%) 3.45 (9.5%) 0.57 (1.9%)
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Appendix E
Composition of Background Events

As discussed in Section 7.1, the 𝜏 decay track and QCD track are the main backgrounds in this
analysis. These backgrounds are reconstructed as displaced tracks due to the lifetime of 𝜏 leptons,
strange hadrons, and 𝐵/𝐷 mesons, as illustrated in Figure E.1. In this chapter, more details of the
background composition than those shown in the main text are provided in Tables E.1 and E.2.
We also briefly explain how the tracks and truth particles in MC simulations are associated, which
is crucial for understanding the background composition.
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Figure E.1: The lifetime of 𝜏 leptons, strange hadrons, and 𝐵/𝐷 mesons. The gray areas indicate the
location of the ID, the calorimeter, and the MS. The red region represents the resolution of the track
reconstruction in the ATLAS detector. If a particle’s lifetime is longer than this red region, it can be
distinguished from particles produced promptly. Strange hadrons have significant lifetimes that reach the
ATLAS detector, unlike 𝜏 leptons and 𝐵/𝐷 mesons, which have lifetimes close to the track resolution.
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Table E.1: The table shows the number of tracks in SR-Low and SR-High estimated from the𝑊 (→ 𝜏𝜈)+jets
sample for each decay mode. Decay modes from 𝜏 leptons are highlighted in blue. The first particle after
the arrow corresponds to the particle producing the track.

(a) Composition in SR-Low

Decay Mode Count Ratio [%]

𝜏+ → 𝑒+ + 𝜈̄𝜏 + . . . 3.90 23.77

𝜏+ → 𝜋+ + 𝜋0 + . . . 2.42 14.75

Pileup 2.12 12.93

𝜏+ → 𝜇+ + 𝜈̄𝜏 + . . . 1.30 7.95

𝜏− → 𝜋− + 𝜈𝜏 1.15 7.04

𝜏+ → 𝜋+ + 𝜈̄𝜏 0.97 5.91

𝜏− → 𝜋− + 𝜋0 + . . . 0.94 5.76

𝜏+ → 𝜋+ + 𝜈̄𝜏 + . . . 0.72 4.37

𝜏+ → 𝑒+ + 𝜈̄𝜏 + . . . 0.65 3.94

other 2.23 13.59

Total 16.40 -

(b) Composition in SR-High

Decay Mode Count Ratio [%]

𝜏+ → 𝜋+ + 𝜈̄𝜏 2.36 31.77

𝜏− → 𝑒− + 𝜈𝜏 + . . . 1.52 20.48

Pileup 0.89 11.91

𝜏+ → 𝑒+ + 𝜈̄𝜏 + . . . 0.86 11.59

𝜏+ → 𝜇+ + 𝜈̄𝜏 + . . . 0.57 7.66

𝜏+ → 𝜋+ + 𝜋0 + . . . 0.46 6.14

Σ̄− → 𝑝 + 𝜋0 0.15 2.06

𝜏− → 𝜋− + 𝜋0 + . . . 0.15 2.00

𝜏− → 𝜋− + 𝜈𝜏 0.14 1.91

other 0.33 4.49

Total 7.44 -
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Table E.2: The table shows the number of tracks in SR-Low and SR-High estimated from the 𝑍 (→ 𝜈𝜈̄)+jets
sample for each decay mode. Decay modes from strange hadrons are highlighted in blue. The first particle
after the arrow corresponds to the particle producing the track. NoParticle corresponds to particles with
missing information due to low momentum. The notation “jets” indicates that the tracks are from jets and
are classified according to the type of particle reconstructed as the track.

(a) Composition in SR-Low

Decay Mode Count Ratio [%]

Pileup 1.57 18.64

Σ̄− → 𝑝 + 𝜋0 0.57 6.83

Σ+ → 𝑝 + 𝜋0 0.50 5.97

Λ̄ → 𝑝 + 𝜋+ 0.49 5.78

𝐾0
𝑆
→ 𝜋+ + 𝜋− 0.33 3.96

𝑏1(1235)+ → 𝜋+ + 𝜔(782) 0.29 3.46

𝜌(770)+ → 𝜋+ + 𝜋0 0.27 3.21

𝑗 𝑒𝑡𝑠 → 𝑝 + . . . 0.23 2.74

Λ̄ → 𝑝 + 𝑁𝑜𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒 0.20 2.37

Λ → 𝑝 + 𝜋− 0.19 2.26

𝜌(770)− → 𝜋− + 𝜋0 0.19 2.24

Σ+ → 𝑝 + 𝑁𝑜𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒 0.13 1.51

Σ̄− → 𝑝 + 𝑁𝑜𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒 0.12 1.47

𝐷− → 𝜋− + 𝜙(1020) + . . . 0.12 1.43

𝐾∗(892)− → 𝐾− + 𝜋0 0.12 1.41

𝐾0
𝑆
→ 𝜋− + 𝜋+ 0.12 1.40

𝜌(770)0 → 𝜋+ + 𝜋− 0.12 1.38

𝐷̄0 → 𝜋− + 𝐾+ + . . . 0.11 1.27

𝐵0 → 𝑒+ + 𝐷∗(2010)− + . . . 0.11 1.26

𝐾0
𝑆
→ 𝜋+ + 𝑁𝑜𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒 0.10 1.15

𝐵̄0
𝑠 → 𝜋− + 𝐷∗+

𝑠 + . . . 0.09 1.03

𝐾0
𝑆
→ 𝜋− + 𝑁𝑜𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒 0.08 0.91

𝑗 𝑒𝑡𝑠 → 𝜋− + . . . 0.08 0.90

𝐷+ → 𝜇+ + 𝐾̄0 + . . . 0.07 0.87

𝐵− → 𝜇− + 𝐷∗(2007)0 + . . . 0.07 0.84

𝐾∗(892)0 → 𝐾+ + 𝜋− 0.07 0.83

𝐵+ → 𝜇+ + 𝐷̄∗(2007)0 + . . . 0.07 0.83

𝐷+ → 𝜋+ + 𝐾̄0 + . . . 0.07 0.79

𝐷+ → 𝐾+ + 𝐾̄∗(892)0 0.07 0.78

other 1.89 22.47

Total 8.40 -

(b) Composition in SR-High

Decay Mode Count Ratio [%]

Pileup 1.87 33.98

Σ+ → 𝑝 + 𝜋0 0.39 7.16

𝜌(770)− → 𝜋− + 𝜋0 0.34 6.21

𝜌(770)0 → 𝜋− + 𝜋+ 0.30 5.42

𝐾0
𝑆
→ 𝜋− + 𝜋+ 0.20 3.71

Λ → 𝑝 + 𝜋− 0.18 3.29

𝐾0
𝑆
→ 𝜋+ + 𝜋− 0.16 2.96

Σ̄− → 𝑝 + 𝜋0 0.14 2.58

𝐵− → 𝜋− + 𝐷∗(2010)+ + . . . 0.14 2.51

Λ̄ → 𝑝 + 𝜋+ 0.12 2.21

𝜌(770)0 → 𝜋+ + 𝜋− 0.12 2.18

𝜌(770)+ → 𝜋+ + 𝜋0 0.11 1.93

Σ̄− → 𝑝 + 𝑁𝑜𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒 0.09 1.61

Δ(1232)++ → 𝑝 + 𝜋+ 0.06 1.14

Δ̄(1232)− → 𝑝 + 𝜋0 0.06 1.11

Σ+ → 𝑝 + 𝑁𝑜𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒 0.06 1.06

𝐾̄∗
2 (1430)0 → 𝐾− + 𝜋+ 0.06 1.06

𝐷− → 𝑒− + 𝐾0 + . . . 0.06 1.02

𝐵− → 𝜇− + 𝐷1(2430)0 + . . . 0.05 0.89

𝑈𝑛𝑘𝑛𝑜𝑤𝑛→ 𝑝 + 𝜋0 0.05 0.87

𝐵− → 𝜇− + 𝐷∗(2007)0 + . . . 0.05 0.86

𝐷0 → 𝜋− + 𝐾+ 0.05 0.83

𝜔(782) → 𝜋− + 𝜋+ + . . . 0.04 0.81

Σ𝑐 (2520)0 → 𝜋− + Λ+
𝑐 0.04 0.80

𝑎1(1260)0 → 𝜋− + 𝜌(770)+ 0.04 0.77

Δ̄(1232)−− → 𝑝 + 𝜋− 0.04 0.76

Λ̄−
𝑐 → 𝜋− + Λ̄ 0.04 0.76

𝑗 𝑒𝑡𝑠 → 𝑝 + . . . 0.04 0.75

𝐷+ → 𝜋+ + 𝐾̄0 + . . . 0.04 0.72

other 0.55 10.05

Total 5.50 -
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Random combinations of hits may reconstruct tracks, or tracks may not be reconstructed due to a
lack of hits caused by the detector’s inefficiency. Therefore, it is essential to associate the tracks
and MC simulation truth particles with high accuracy to understand the tracking performance in
this analysis. The following quantity is defined as the probability that the reconstructed track and
truth particle are identical [131]:

𝑃match =
2𝑁pix

common + 𝑁strip
common

2𝑁pix
track + 𝑁strip

track

, (E.1)

where 𝑁pix
track (𝑁strip

track) is the number of Pixel (Strip) detector clusters used for reconstruction of
tracks. 𝑁pix

common (𝑁strip
common) is the number of Pixel (Strip) detector clusters used for reconstruction

of tracks which the interaction of the truth particle and the ID has produced. A factor of 2 is
applied to the number of pixel hits because the pixel measures 2-dimensional position information
at each layer while the strip measures only 1-dimensional information at each layer. If a track has
a truth particle that satisfies 𝑃match > 0.5 (50% of the clusters used to reconstruct the track are
from truth particles), the track and its truth particle are associated with each other.
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Appendix F
Full data-driven estimation of Non-collision
background

The contribution of non-collision background is estimated using the number of data in regions
where their contribution is dominant. The reconstructed time of objects in the ATLAS detector is
calibrated by considering the time-of-flight from the interaction point. Therefore, the time of
objects from the interaction point is approximately zero. On the other hand, since jets produced
by non-collision backgrounds do not originate from the interaction point, the time deviates
from zero when calibrated by the time of flight from the interaction point. Figure F.1(a) shows
the time of the leading jet (|𝑡jet |), which passed the Tight jet cleaning, indicating that a region
dominated by non-collision background can be defined by requiring |𝑡jet | > 5 ns. As seen in
Figure F.1(b), the non-collision background is dominant for events with leading jets that fail the
Tight jet cleaning. Since the Tight jet cleaning applied to the leading jet does not use the time
information of the jet, the reduction rate of non-collision background is not correlated with time
information. And since Tight jet cleaning does not use the time information of jets, the reduction
rate of non-collision background does not correlate with the time information. Therefore, the
reduction rate of non-collision background by Tight jet cleaning for |𝑡jet | > 5 ns is first calculated
from the ratio of the number of data in the region where the leading jet fails the tight jet cleaning
to the number of data in the region where it passes. Assuming that the reduction rate is the
same for |𝑡jet | < 5 ns, the contribution of non-collision background in the region where the
leading jet with |𝑡jet | < 5 ns passing the Tight jet cleaning can be estimated by multiplying by the
number of data in the region where the leading jet fails the Tight jet cleaning. Finally, the number
of non-collision backgrounds in the region close to the SRs is obtained by adding the number
estimated for |𝑡jet | < 5 ns and the number observed for |𝑡jet | > 5 ns.

Figure F.2 shows a schematic view of regions used for background estimation of non-collision
background. Figure F.3 shows the event display of a non-collision background event. The
results show a contribution at the per-mile level in the 0ℓ category, defined with 𝐸miss

T > 300 GeV,
𝑆(𝑑0) > 2 and inclusive of jet timing (Table F.1). Since the SRs require 𝐸miss

T > 600 GeV and
𝑆(𝑑0) > 8, it can be concluded that the contribution of non-collision background in the SRs is
sufficiently small.
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Figure F.1: Distribution of time information of the leading jet passing and failing the Tight jet cleaning. (a)
The Tight jet cleaning effectively removes the non-collision background but remains in the area with high
jet timing (|𝑡jet | > 5 ns). (b) In the region where the leading jet fails Tight jet cleaning, the contribution
from MC simulation is negligible, indicating that the non-collision background is dominant.

Figure F.2: Schematic view of region
definition for the non-collision back-
ground estimation. The green area
shows the regions utilized for the estim-
ation of non-collision background. The
Transfer Factor (TF) is calculated by
taking the ratio between the upper-right
and lower-right region, as indicated by
an arrow. The TF is then multiplied
by the yield in the lower-left region to
estimate the non-collision background
yield in the upper-left region. The total
contribution near the SRs is estimated
by taking the sum of the observed yield
in the upper-right region and the estim-
ated yield in the lower-left region.
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Figure F.3: Event display of a non-collision background event. The red areas represent hits in the
muon spectrometers, and the horizontal red line is the reconstructed muon segment by the beam-induced
muon. The horizontally produced muon passes through the calorimeter and leaves energy deposits in the
calorimeter cells, illustrated as yellow rectangles. The upper-left plot shows no tracks associated with the
reconstructed jets in the non-collision background event. The figure is taken from Ref. [132].

Table F.1: Number of observed and estimated tracks (𝑁obs
track and 𝑁est

track) in each region used to estimate the
number of tracks from non-collision background near the SR.

Working point Jet timing (|𝑡jet |) 𝑁obs
track 𝑁est

track

Loose > 5 ns 27721 -
Loose < 5 ns 38601 -
Tight > 5 ns 8 -

Tight < 5 ns - 11
Tight - - 19
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Appendix G
Validation of 𝝉 decay track estimation with 𝒕 𝒕
process

G.1 Overview

As discussed in Section 7.2, the estimation strategy for the 𝜏 decay tracks was validated using
the 𝑊 (→ 𝜏𝜈)+jets process. Meanwhile, there are other processes in which 𝜏 decay tracks are
generated, such as the 𝑍 (→ 𝜏𝜏)+jets and 𝑡𝑡 processes. Among them, the decay mode shown in
Figure G.1 is characterized by two 𝑏-jets from the top decay, a muon from the leptonic decay of
the𝑊 boson, and a large 𝐸miss

T from two neutrinos, which are produced in the decay of the two𝑊
bosons. Therefore, defining a region enriched in the 𝑡𝑡 process is relatively easy compared to other
methods that generate 𝜏 leptons in the final state. To validate the extrapolation of Normalization
Factors (NFs) to different 𝑝T ranges, in addition to the𝑊 (→ 𝜏𝜈)+jets process, the 𝑡𝑡 process is
used.

Figure G.1: Feynman diagram of the 𝑡𝑡
process, where the two𝑊 boson decays
to a single muon and a single 𝜏 lepton.
The process is characterized by the pro-
duction of a large 𝐸miss

T , two 𝑏-jets, and
a single muon. The validation of the
leptonic 𝜏 decay track uses the decay
of the 𝜏 lepton into a muon, while the
validation of the hadronic 𝜏 decay track
uses the decay of the 𝜏 lepton into a had-
ron. The remaining 𝜏 lepton is used as
the “probe” to validate the extrapolation
of NFs to different 𝑝T ranges. �t̄

t

W−

W+

g

g

µ−

ν̄ℓ

b̄

b

ντ

τ+
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To enhance the purity of the 𝑡𝑡 process with di-leptonic decays, exactly two 𝑏-jets and a single
signal muon from one of the𝑊 boson decays are required, as shown in Figure G.1. The hadronic
decay of𝑊 bosons has a sizeable branching ratio that needs to be reduced by requiring exactly two
𝑏-jets. Two regions enriched in leptonic and hadronic 𝜏 decay tracks from one of the𝑊 bosons
are defined to validate the NFs. For the 𝜏 lepton from the other𝑊 boson decay, the leptonic and
hadronic 𝜏 decay track requires one baseline muon or one track with opposite charge of the signal
muon. These regions are referred to as the “2 muon category” (denoted as “2𝜇”) and the “1 muon
category” (denoted as “1𝜇”). These regions are divided into three categories according to the track
𝑝T: low-𝑝T (2 < 𝑝T < 5 GeV), medium-𝑝T (5 < 𝑝T < 8 GeV), and high-𝑝T (8 < 𝑝T < 20 GeV)
range as defined in Section 7.2.

By requiring an additional baseline muon with an opposite-sign charge with the signal muon, a
region dominated by the 𝑡𝑡 process, where the 𝜏 leptonically decays, is defined. By requiring
an additional track with a large 𝑆(𝑑0) and opposite-sign charge with the signal muon, a region
dominated by the 𝑡𝑡 process, which the 𝜏 hadronically decay, is defined. Compared to the 2𝜇
category, there are more QCD tracks not related to the 𝜏 decay tracks as backgrounds, especially
in the low-𝑝T range. To extract the background template of the QCD tracks, we define a control
region (CR) with an additional track with a large 𝑆(𝑑0) and same-sign charge with the signal
muon. This CR is dominated by QCD tracks. QCD tracks from the 𝑡𝑡 process are normalized in
the same-sign charge region for each track 𝑝T range and are extrapolated to the opposite-sign
charge regions.

The region name depends on whether the signal muon charge is the same as or different from
the baseline muon or track charge. If the charges are opposite, the category name is followed by
OS (Opposite sign), and if they are the same, it is followed by SS (Same sign). Furthermore, the
names of the regions are suffixed with -Low, -Med, or -High, depending on the 𝑝T range of the
track. The background estimation strategy using the 𝑡𝑡 process is summarized below.

• NFs for hadronic and leptonic decay tracks are measured in the high-𝑝T range in the 1𝜇
and 2𝜇 categories, respectively.

• The measured NFs are applied to the yields in the medium-𝑝T and low-𝑝T range to validate
the extrapolation.

• In the low-𝑝T range, the QCD track has a particularly large effect in the 1𝜇 category. To
accurately estimate the contribution of the QCD track, the SS region of the 1𝜇 category is
defined to normalize the QCD tracks in each 𝑝T region.

Figure G.2 shows a schematic picture of the definitions of the CR and the validation region
(VR).

G.2 Control Regions and Validation Regions

To validate the extrapolation of the NF from the high-𝑝T range to the lower 𝑝T ranges, the low-𝑝T
and medium-𝑝T ranges are used as VRs for leptonic 𝜏 decay tracks, named as VR-2𝜇OS-Low and
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Figure G.2: Schematic of the region
definitions of 𝑡𝑡 VRs, filled in yellow.
The green area shows the CRs utilized
for estimating the QCD tracks and 𝜏 de-
cay tracks in the 𝑡𝑡 process. The regions
in the middle row are used to normalize
the QCD tracks in each 𝑝T range.
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VR
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VR

µ2µ

µ1µ1T
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1
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Table G.1: Applied selections for each CR and VR for leptonic 𝜏 decay tracks. The selections in the
parentheses represent the selection corresponding to different 𝑝T ranges.

Variable CR-2𝜇OS-High VR-2𝜇OS-Med(Low)

Trigger Single-𝜇
𝑁b-jets = 2
𝑁jet = 2
𝑁 (ℓsig) = 1
𝑁 (ℓbase) = 2
𝑄(𝜇) ×𝑄(𝜇base) < 0
Track 𝑝T [8,20] [5,8] ([2,5])

VR-2𝜇OS-Med, respectively. To account for the mis-modeling of 𝑡𝑡 kinematics, the 𝑡𝑡 MC in
VR-2𝜇OS-Low and VR-2𝜇OS-Med is normalized in the high-𝑝T range, named CR-2𝜇OS-High.
Definition of the CRs and VRs using the 𝑡𝑡 process to validate the leptonic 𝜏 decay tracks are
summarized in Table G.1.

In the 1𝜇 category, we require 𝐸miss
T and transverse mass (𝑚T) greater than 100 GeV and no

additional jets to suppress the 𝑡𝑡 → 𝑊𝑊𝑏𝑏 → ℓ𝜈 𝑗𝑏𝑏(= 𝜇, 𝑒) process. The low-𝑝T and medium-
𝑝T range is used as VRs for hadronic 𝜏 decay tracks, named VR-1𝜇OS-Low and VR-1𝜇OS-Med,
respectively. The QCD tracks from the 𝑡𝑡 process are normalized in the same-sign charge region,
named CR-1𝜇SS-Low, CR-1𝜇SS-Med, and CR-1𝜇SS-High for each track 𝑝T range. Definition of
the CRs and VRs using the 𝑡𝑡 process to validate the hadronic 𝜏 decay tracks are summarized in
Table G.2.

The background composition in the 𝑡𝑡 category is illustrated in Figure G.3.
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Table G.2: Applied selections for each CR and VR for hadronic 𝜏 decay tracks. The selections in the
parentheses represent the selection corresponding to the same-sign charge region. The selections in the
curly brackets represent the selection corresponding to different 𝑝T ranges.

Region VR(CR)-1𝜇OS(SS)-Low{Med} CR-1𝜇OS(SS)-High

Trigger Single-𝜇
𝑁b-jets = 2
𝑁jet = 2
𝑁 (ℓ) = 1
𝐸miss

T [GeV] > 100
𝑚T [GeV] > 100
Track 𝑝T [GeV] [2,5] {[5,8]} [8,20]
𝑄(𝜇) ×𝑄(track) < 0 (> 0)
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Figure G.3: Pie-charts showing the background composition in the 𝑡𝑡 category, estimated directly from
simulation samples. Background processes with contributions smaller than 2% are not included in the pie
charts.
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Table G.3: NFs measured in the background-only fit.

Background Track 𝑝T range Value

Leptonic 𝜏 decay track – 1.03 ± 0.05
Hadronic 𝜏 decay track – 0.97 ± 0.06

QCD track
Low (2 < 𝑝T < 5 GeV) 1.58 ± 0.13
Medium (5 < 𝑝T < 8 GeV) 1.4 ± 0.5
High (8 < 𝑝T < 20 GeV) 0.7 ± 0.5

Table G.4: Observed data and estimated yields using results from the background-only fit in the CRs. The
CRs used to calculate the NF for QCD tracks are located in the left three columns, while the remaining CRs
are used to calculate the NFs for 𝜏 decay tracks. 𝑊lep track indicates muon and electron tracks produced by
the𝑊 boson decays. The errors include both statistical and systematic uncertainties. The “Other” category
includes contributions from 𝑉+jets and single top processes.

Yields CR-1𝜇SS-High CR-1𝜇SS-Med CR-1𝜇SS-Low CR-1𝜇OS-High CR-2𝜇OS-High

Observed 5 14 267 415 709

Fitted SM events 5.0 ± 2.3 14 ± 4 267 ± 16 415 ± 20 709 ± 27

𝑡𝑡 (𝜏had track) 0.7 ± 0.4 0.7 ± 0.4 1.5 ± 0.6 251 ± 14 2.07 ± 0.09
𝑡𝑡 (𝜏lep track) – – < 1 125 ± 7 621 ± 28
𝑡𝑡 (𝑊lep track) – – < 1 21 ± 4 12.8 ± 2.3
𝑡𝑡 (QCD track) 3.9 ± 2.3 13 ± 4 243 ± 17 5.9 ± 1.3 24 ± 4
Other 0.41 ± 0.21 0.41 ± 0.21 22 ± 5 12.2 ± 2.3 50 ± 7

G.3 Fit results in Validation Regions

The NFs are obtained by performing a maximum likelihood fit using six CRs (CR-1𝜇SS-High,
CR-1𝜇SS-Med, CR-1𝜇SS-Low, CR-1𝜇OS-High, and CR-2𝜇OS-High). The derived factors are
presented in Table G.3. The observed and post-fit yields in the CRs are presented in Table G.4.

The total systematic uncertainty, along with the breakdown in each VR, is visualized in Figure G.4.
The yields and differences for each VR are visualized in Figure G.5. In each VR, the expected and
observed yields are consistent within the uncertainty. This allowed us to verify the extrapolation
of the NF for 𝜏 decay tracks from the high-𝑝T to the medium-𝑝T and low-𝑝T range using 𝜏 leptons
produced in the 𝑡𝑡 process. Some kinematic distributions are shown in Figures G.6 and G.7.
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Figure G.4: Systematic uncertainties on the post-fit background yields in the 𝑡𝑡 VRs. The CR data statistics
category is the uncertainty that arises from the limited data statistics in CRs. The MC statistics category
represents the uncertainty arising from the limited number of MC simulation samples. The experimental
category indicates systematic uncertainties originating from the reconstruction, identification, isolation,
and calibration of physics objects and tracks. The theory uncertainty category represents the uncertainty
that arises from the choice of parameters used to generate MC simulation samples. The solid line shows
the sum of the errors but not necessarily the quadratic sum of the uncertainties since each uncertainty may
be correlated.
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Figure G.5: Overview of fit results in the 𝑡𝑡 VRs. The upper plot summarizes observed and estimated
yields for each VR, while the bottom plot illustrates the difference between the observed and estimated
yields. The “Other” category includes contributions from 𝑉+jets and single top processes.

197



2 3 4 5 6 7 8 9 10 11 12

1

10

210

310

410

E
v
e
n
ts

 /
 1

.0
 G

e
V

Data Total SM )
lep

τ (tt

Other  (QCD)tt

=13 TeVs
­1140 fb

VR-2μOS-Low
VR-2μOS-Med

CR-2μOS-High

2 3 4 5 6 7 8 9 10 11 12

 [GeV]
T

p

0

1

2

D
a

ta
 /

 S
M

(a) Track 𝑝T distribution

5 10 15 20 25 30

1−10

1

10

210

310

E
v
e
n
ts

 /
 3

.0

Data Total SM )
lep

τ (tt

 (QCD)tt Other

=13 TeVs
­1140 fb

5 10 15 20 25 30

)
0

S(d

0

1

2

D
a

ta
 /

 S
M

(b) Track 𝑆(𝑑0) distribution (Low 𝑝T)

5 10 15 20 25 30

1−10

1

10

210

3
10

410

E
v
e
n
ts

 /
 3

.0

Data Total SM )
lep

τ (tt

 (QCD)tt Other

=13 TeVs
­1140 fb

5 10 15 20 25 30

)
0

S(d

0

1

2

D
a

ta
 /

 S
M

(c) Track 𝑆(𝑑0) distribution (Medium 𝑝T)

Figure G.6: Post-fit distributions in the 2𝜇 category. Each plot is drawn without applying selections to
the illustrated variable. The bins enclosed by arrows indicate the respective regions. The hatched area
corresponds to the combined systematic and MC statistical uncertainties. The bottom panel shows the ratio
of the observed data yield and the estimated background yield. The “Other” category includes contributions
from 𝑉+jets and single top processes.
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Figure G.7: Post-fit distributions in the 1𝜇 category. Each plot is drawn without applying selections to
the illustrated variable. The bins enclosed by arrows indicate the respective regions. The hatched area
corresponds to the combined systematic and MC statistical uncertainties. The bottom panel shows the ratio
of the observed data yield and the estimated background yield. The “Other” category includes contributions
from 𝑉+jets and single top processes.
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Appendix H
Minor Experimental Uncertainties

Jet Energy Resolution (JER) Understanding the resolution of the reconstructed jet energy is
crucial for making precise measurements of events involving jets. The impact on the overall JER
uncertainty can be broken down into three terms.

• Noise term : Contribution from the electronic noise of the front-end electronics of the
calorimeters, which is independent of the jet energy.

• Stochastic term : Statistical fluctuation of the deposited energy.

• Constant term : Contribution from mis-modeling of energy deposit in passive materials
and energy response of calorimeters.

Contributions from the stochastic and constant terms are assessed in multĳet events using an
energetic jet as a reference (“multĳet balance”). In contrast, the noise term is measured using the
“random cones” method. The random cones method utilizes data collected by random unbiased
triggers, comparing the energy deposits between two randomly selected cones with 𝑅 = 0.4 to
evaluate the noise term. The JER uncertainties are summarized in Figure H.1.

Jet Vertex Tagging (JVT) To account for the difference between data and simulation for Jet
Vertex Tagger (JVT), hard-scatter jets in 𝑍 (→ 𝜇𝜇)+jets events are used. The reconstructed 𝑍
boson 𝑝T is used as a probe for the jet 𝑝T. Figure H.2 shows the JVT efficiency with different
thresholds, measured by data and simulation. The JVT uncertainty is assessed by comparing the
difference between data and simulation for different working points.
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Figure 29: (a) The relative jet energy resolution as a function of ?T for fully calibrated PFlow+JES jets. The error
bars on points indicate the total uncertainties on the derivation of the relative resolution in dÚet events, adding in
quadrature statistical and systematic components. The expectation from Monte Carlo simulation is compared with
the relative resolution as evaluated in data through the combination of the dÚet balance and random cone techniques.
(b) Absolute uncertainty on the relative jet energy resolution as a function of jet ?T. Uncertainties from the two
in situ measurements and from the data/MC simulation di�erence are shown separately.

measurement data points are shown along with the total in situ combination, while the constraint on the
noise term derived from random cones and included in that combination is demonstrated by plotting
#/?T and its uncertainties as a separate curve for illustrative purposes. Figure 29(b) shows the absolute
uncertainties on the combined JER measurement. For each value of ?jet

T and [det a toy jet is created and the
size of each JER nuisance parameter corresponding to it is retrieved and plotted.

Comparisons of the JER measurements for PFlow+JES and EM+JES jets, as a function of both ?
jet
T and [,

are provided in Figure 30. The fit to the resolution as a function of ?T for the PFlow+JES jets shows an
improvement in resolution over EM+JES jets at low ?T.

Figure 31 shows the total JER uncertainty in EMtopo and PFlow jets for a range of ?T values at fixed
[ = 0.2 and for a range of [ values at fixed ?T = 30 GeV. The level of agreement is representative of other
?T and [ ranges.

49

Figure H.1: Absolute uncertainty on the relative jet energy resolution as a function of jet 𝑝T at 𝜂 = 0.2.
The red line represents the closure uncertainties, which are assessed by comparing the uncertainties using
simulation samples for the multĳet balance and random cones method. Uncertainties from the multĳet
balance are categorized into systematic and statistical terms, where the former includes uncertainties related
to the energy scale of the reference jet, physics modeling, and event topology. The latter term corresponds to
limitations in statistics from the collected data, which are negligible given the large production cross-section
of the multĳet process. The filled area represents the total uncertainty, calculated by taking the quadrature
sum of all components in the figure. The figure is taken from Ref. [101].
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Figure H.2: JVT efficiency as a function of the reconstructed 𝑍 boson 𝑝T (𝑝ref
T ). The bottom plot shows

the difference between the measured efficiency by data and simulation. The gray band represents the total
uncertainty evaluated using the quadrature sum of statistical and systematic uncertainties. The figures are
taken from Ref. [114].

201



Appendix I
Auxiliary Materials

I.1 Acceptance and Efficiency

Signal acceptance is the ratio of weighted events passing the SR selections applied to truth-level
particle information without the 𝑆(𝑑0) selection. The signal acceptance for each production mode
is summarized in Figure I.1.

Signal efficiency is the ratio of the yield obtained after applying selection to truth-level particle
information and the yield obtained by applying selection to the actual physics object at the
reconstruction level. Therefore, it shows the efficiency when actual reconstruction efficiency and
𝑆(𝑑0) selection are considered. The signal efficiency for each production mode in SR-Low and
SR-High is summarized in Figures I.2 and I.3, respectively.
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Figure I.1: Signal acceptance of each signal production mode combining all SRs.
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Figure I.2: Signal efficiency of each signal production mode in SR-Low.
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Figure I.3: Signal efficiency of each signal production mode in SR-High.
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I.2 Cross-section Upper Limits

The expected and observed upper limits on the cross-section are given in Figures I.4(a) and I.4(b),
respectively.
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Figure I.4: The expected and observed upper limits on the cross-section for each signal grid point. The
gray numbers represent the values. The expected (dashed) and observed (solid) 95% CL exclusion limits
are overlaid.
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I.3 Limit on Electroweakino masses

In Section 2.4.4, we have discussed that the bino and wino mass parameters may have complex
phases, which can affect the mass difference between the lightest chargino and neutralino.
Moreover, the value of tan 𝛽 also impacts the mass difference, as explained in Equation 2.12.
Therefore, this section provides exclusion limits for gaugino masses with varied tan 𝛽 and complex
phases. Figures I.5 and I.6 show the limits of the wino and bino masses at 𝜇 ≈ 𝑚( 𝜒̃±1 ) = 100 GeV
and 𝜇 ≈ 𝑚( 𝜒̃±1 ) = 150 GeV, respectively.
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Figure I.5: The observed and expected exclusion limits at the 95% CL in the 𝑀1 and 𝑀2 plane for
𝜇 = 100 GeV. (a) The expected and observed limits in the displaced track analysis overlaid with observed
limits from existing analyses. (b) The expected and observed limits in the displaced track analysis for
various tan 𝛽. The hatched side indicates the area being excluded.
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Figure I.6: The observed and expected exclusion limits at the 95% CL in the 𝑀1 and 𝑀2 plane for
𝜇 = 150 GeV. (a) The expected and observed limits in the displaced track analysis overlaid with observed
limits from existing analyses. (b) The expected and observed limits in the displaced track analysis for
various tan 𝛽. The hatched side indicates the area being excluded.
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