Search for single production of Vector Like
Quarks using the LHC pp collision data at

Vs =13 TeV collected with the ATLAS
detector

Takuya Tashiro



Abstract

I report the results of a search for vector-like-quark(VLQ), a hypothetical quark whose left-
and right-handed components transform in the same way under the weak SU(2). VLQ is
predicted by some theories beyond the Standard Model to solve the hierarchy problem of the
Higgs mass. The analysis utilizes the pp collision data recorded by the ATLAS detector at
the Large Hadron Collider during 2015 and 2016, corresponding to the integrated luminosity
of 36.1 fb~! at the collision energy of 13 TeV. While VLQ can be produced via both single-
and pair-production processes, the target of the analysis is the single production mechanism,
whose production cross section explicitly depends on the mixing between VL(Q and SM quarks
as well as on the mass of VLQ. The analysis in this thesis is focused on the singly-produced
VLQ with electric charge of +2/3(referred to as T') decaying into a Z boson and a top quark.
A Z boson is reconstructed as a resonance of a pair of opposite-charge same-flavor leptons
(utp~ or ete™) and a top quark is identified as a large-R jet tagged by the boosted-top-
tagger algorithm. In the event selection procedure, events are first required to fulfill the
loose preselection, and then the number of b-jets, top-jets, and forward jets are employed
to classify the events into a signal region, two control regions, and a validation region. The
contribution of the VLQ signal is estimated by fitting the distribution of the invariant mass
of the system with reconstructed Z boson and the top quark in the signal and control regions.
As a result, no significant excess over the background-only hypothesis is observed and the
upper limits at 95% confidence level are set on the production cross section times branching
ratio of T' — Zt at each combination of the VL.QQ mass and the mixing angle. The excluded
region of mass and mixing of T reaches up to 1200 GeV. This is the first result in ATLAS
reporting the VLQ — Zt channel using the 13 TeV dataset. It successfully extend the Runl
results that excluded the VLQ of up to 800 GeV and excluded significant region where the
Higgs hierarchy problem is naturally solved.
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Chapter 1

Introduction

Since the ancient times, people have been trying to reveal what and how the universe is made
of. In the 20th century, through the efforts of scientists around the world, the Standard
Model (SM) of particle physics, which explains what elementary particles are and how they
interact with each other, was constructed.

Higgs mechanism[1] is one of the important elements of SM. It successfully explains the
origin of mass of fermions and weak bosons (W and Z) by spontaneous symmetry breaking,
but there are still some remaining problems concerning the mechanism such as the hierarchy
problem[2]. Some physics models beyond SM predict existence of vector like quarks (VLQs)
to solve such problems.

In this chapter, the concept of the Higgs mechanism is discussed in SM in Section 1.1,
and then VLQ is explained in Section 1.2.

1.1 The Higgs mechanism

The Higgs mechanism first introduces a complex doublet field (Higgs doublet) ® written as

¢:<§2), (L1)

where ®4 and ®p are complex fields. A global SU(2); x U(1) gauge invariant Lagrangian
can be written as:

L(D)=0,0'0"0 -V <<1>T<1>) . (1.2)

Local gauge invariance is achieved by replacing the partial derivative d,, by a covariant deriva-
tive )
i
3
where 0% are the Pauli matrices (a=1,2,3), W, and By, are the gauge fields, and g and g are
the coupling constants.

Assuming that the potential V' is written as:

Dy =0+ =go"Wo + %g’BH, (1.3)

v (qﬂcb) = 201D + A (<I>T<1>)2, (1.4)

where the parameters x? < 0 and A > 0, the minimum potential is realized with all the states
2
satisfying |®T®| = —5 = % Choosing the gauge condition such that ® 4 becomes 0 and ¢



becomes real, the ground and excited states are written as:

0
@ground = ( v ) y (15)
V2

0
®:<v+h(x)>, (1.6)
V2 V2
where h(z) is the real Higgs field. Equation 1.2, 1.3, and 1.6 lead to mass terms of vector
bosons as:

92,02

2 /2 2
g +g°)v
ﬁmass = 4 W/IWH + 7( )

5 Zu 7", (1.7)
where
_ 1 _ 9Wi—g'B,

A photon field A, corresponding to the massless U(1) gauge boson, can be written as the
term orthogonal to Z,:

W, (W, +iW7), Z, (1.8)

W3 +¢B
A, = M, (1.9)
/g2 _|_g/2
Considering that the kinetic term can be written as:
Lo a1 "
- Loty 1Z AL 1A AW
= —aWﬂW — 1 ZuZ" — A (1.11)
the mass of W and Z are
mw =T, mz =5 \/(g7 + 7). (1.12)

With the procedure above, the original SU(2);, x U(1) symmetry is broken spontaneously
and the W and Z mass terms in Eq. 1.7, which do not appear in the original Lagrangian
Eq. 1.2, have been successfully introduced.

Yukawa coupling

The Higgs doublet field couples to quarks and charged leptons as well as the gauge bosons.
The coupling terms of the j-th generation down-type and up-type quarks are written as:

Down-type : £L(d;) = —yq;qL;Pdr;j + h.c. (1.13)
Up-type : L(uj) = —yu,;qLj (i02<I>*) ugj + h.c., (1.14)

where yq; and y,; are corresponding coupling constants and gr; is the left-handed SU(2)
doublet of the quarks:

wr
qL; = ( dZ ) (1.15)



u(d)r; and u(d)r; are the left- and right-handed components of the j-th generation up(down)
type quarks, respectively. After the symmetry breaking in Eq. 1.6, the mass terms appear in
Eq. 1.13 and 1.14:

Yu,; U, _ _

Emass(uj) = - \é (uLjuRj + uRjuLj)a (116)
Yd; U 5 7

»Cmass(dj) = —— (dLdej + dedLj) . (1.17)

V2

Hence, the Higgs mechanism gives masses to quarks as well:

yujv ydjv
My, = ——, My, = . 1.18
Uj \/§ d] \/§ ( )
The coupling terms of charged leptons appear in the similar way:
L(ej) = —Ye;lr;jPer; + h.c., (1.19)
vy,
=\ 7 |, 1.20
" ( €L > (1.20)

where €, ye,,€Rj, €rj, and vr; are the j-th generation charged lepton, its Yukawa coupling
constant, its right- and left-handed components, and the left-handed component of the j-th
generation neutrino, respectively. After the symmetry braking, these terms lead to mass
terms:

Ye;V _
Emass(ej) = _% (eLjeRj + eRjeLj) > (121)
which gives masses to the charged leptons:

_ Ye; U

J \/5 :

me (1.22)

The Higgs boson

Eq. 1.2, 1.4 and 1.6 lead to terms of Higgs boson h and its interaction with fermions, vector
bosons, and Higgs boson itself:

1
Higgs boson term : Lyiggs = 58”8Mh + u2h?, (1.23)
Interaction with fermions : Ly = —%hfoR, (1.24)
1
Interaction with W: Ly = g¢° (4h2 + ;h) WiW“, (1.25)
; : o oy (Lli2 v
Interaction with Z: L, = (g +g ) <8h + 4h> Z,Z", (1.26)
: : At 3
Self-interaction : Lgp = 0 Avh®. (1.27)

While the mass of the Higgs boson at tree level is \/—2u? as indicated in Eq. 1.23, it is
affected by the radiative correction by Eq. 1.24-1.27 as shown in Fig. 1.1. The correction of
each diagram is computed as:

2 2 2
1 m A +m
Ami=—— 1 (A2 —m3In f) , (1.28)



2 3
(Amp)” = —5uih?, (1.29)

where A is a cut off. If the GUT scale (10'6 GeV) is chosen at A, the correction is approxi-
mately 13 orders of magnitude larger than the real Higgs mass of 125 GeV, thus quite strict
fine-tuning is required to realize the actual Higgs mass. This unnaturalness, often referred
to as the “hierarchy problem”, is one of the remaining problems of the SM.

f
W)z
- p et N e oo
o e SN SECE -
i
w-/Z
(a) A one-loop diagram of Higgs interacting (b) A one-loop diagram of Higgs interacting
with a pair of fermions, corresponding to the with a pair of vector bosons, corresponding
interaction term in Eq. 1.24 . to the first terms in Eq. 1.25 and 1.26 .
w*/z )

! \‘I

! I

! /

\

________________\:/_/ _______________
H H
(¢) A one-loop diagram of Higgs interacting (d) A one-loop diagram of Higgs self-
with a vector boson, corresponding to the interacting, corresponding to the first term
second terms in Eq. 1.25 and 1.26 . in Eq. 1.27 .
/ \\\
! \
____________ I‘ F--————==-
H \\ /// H

(e) A oneloop diagram of Higgs self-
interacting, corresponding to the second term
in Eq. 1.27 .

Figure 1.1: One-loop diagrams that contribute to the radiative correction of the mass of
Higgs boson.

1.2 Vector Like Quark(VLQ)

VLQs are hypothetical quarks whose left- and right-handed components have the same elec-
troweak quantum numbers. Their spin and color gauge groups are the same as the SM
quarks. Since no stable VLQs are observed, all the VLQs are expected to decay into SM
quarks via the weak interaction. Hence, only VLQs with the electric charge of +5/3, +2/3,
-1/3, and -4/3 and the multiplets of singlet, doublet, and triplet are allowed. The allowed
representations of VLQs are listed in Table 1.1.



Table 1.1: The allowed representations of VLQs. X, T, B,Y are the VLQs with the electric
charge of +5/3, +2/3, -1/3, and -4/3, respectively.

SM quarks Singlets Doublets Triplets
X X
u c t (1) < T > T T T
G) () G) 7w (5) (oy|\5) (&
(¥) §
. qrL = 2
SU(2), multiplets 1 2 3
qr=1
ar =1/6
U(1)y hypercharge up =2/3 2/3 -1/3 7/6 1/6 -5/6 2/3 -1/3
d, =-1/3

VLQs receive a plenty of attention because they are the simplest additional quarks that
are not ruled out by the existing experimental results and they are motivated by some models
beyond SM. One of the most interesting models is the littlest Higgs model[3, 4], which solves
the hierarchy problem by introducing VLQs with the mass of ~TeV. Details of the models
are described in the following discussions.

1.2.1 Physics models predicting VLQ
Littlest Higgs Model

Littlest Higgs Model is one of the possible extensions of the SM which can explain the lightness
of the Higgs boson without the fine-tuning. It introduces a global SU(5) symmetry, which
spontaneously breaks down to SO(5). The symmetry breaking scale f is expected to be
~1 TeV to avoid the fine tuning. Since the number of SU(5) generators is 24 and SO(5)
generators is 10, 14 Nambu Goldstone boson(NGB) fields 7%(z)(a = 1,2,--- ,14) appear in
association with the symmetry breaking, and the matrix II(z) is defined as:

14
M(z) =Y =(x)X, (1.30)
a=1
where X* are the broken SU(5) generators. The Higgs doublet field H in the SM is identified
as a subset of the NGB fields, hence it appears as the context of the II matrix. The II matrix
also contains additional fields of electroweak singlet and two doublets, referred to as 1, ¢ and
w. Using these fields, II can be explicitly written as:

_e®_ m _wh HY gt s
2 20 V2 V2 V2
_w_ W m H Yl —i¢° 4
V2 27V 2 ‘2 V2
_ H- HO~ 4 + HO
M(z) = B it \@n Lhs e (1.31)
i 1 H- w0 n _w
V2 V2 2 V20 V2
;9 9" +ép  HO wt W
V2 V2 V2 V2 2 V20
In the littlest Higgs model, a is chosen to make the condensate proportional to
0 0 1
So=(0 1 0], (1.32)
1 00
where 1 is a unit 2 x 2 matrix, and the SU(5)/SO(5) sigma field can be written as:
11 g 211
Y(x) =exp (lf> Yo exp (l> = exp <;,> o /. (1.33)



While the Higgs is introduced as a NGB and no explicit mass term appears, the Higgs
boson acquires the mass via the gauge and Yukawa interactions described in the following.

In terms of the gauge interaction, the model considers a gauge [SU(2) x U(1)]? symmetry
as a subgroup of the SU(5). This gauge symmetry breaks down to SU(2) x U(1), which is
identified as the electroweak SU(2)r x U(1) gauge symmetry of the SM. This gauge group
then breaks down to U(1) at the scale of v.

To cancel the large one-loop contribution of Fig. 1.1, the Yukawa interaction term of the
top quark is extended using the weak-singlet vector-like quark U with the electric charge of
+2/3 in the following way.

A
»Ctop = _éfxzieijkemnzjmzknu?)]% - )‘QfUzUR +h.c., (134)
where A1 and A9 are the coupling constants and
o (U3L>
XL = dsr (1.35)
UL

where usr, and dsy, are the up- and down-type of the third generation quark, respectively. In
Eq. 1.34, the indices ¢, j, k run between 1 and 3, and m,n between 4 and 5. The two mass
eigenstates t and T' can be written as the mixing of usz and U as following:

_ Aouzr — MUR

tp =up, tp= 200 A 1.36
A A
T, ~ U, Ty = AU+ A2Ur (1.37)

resulting in ¢ to be massless before the electroweak symmetry breaking, and the mass of T is

written as
mp =/ A} + A\3f . (1.38)

Using these eigenbases, the Higgs coupling terms in Eq. 1.34 up to quadratic order of H
can be written as:

- 1
M <J§q§LHtR - fHTHU{> usg + h.c.

. . 1
= Mgl Htp+ Apgl HTx — NeTi (HTH) T (\rTr + Mtg) +hee. ., (1.39)
where
H = iooH, (1.40)
201\ 2)2
N = V2 A = V2% (1.41)

VoYESY NYEDYE

Figure 1.2: One-loop processes appearing in the top sector of the littlest Higgs model.[4]



Equation 1.39 lead to three processes of one-loop diagrams contributing to the Higgs mass
as shown in Fig. 1.2 The contribution to the Higgs mass of each process are:

dk 1
0 e [ AL
( ) t (27_(_)4 :IC2

d*k 1
b)) —6M | ———— d
( ) T/ (27_[_)4 ]{72 — m% , all
2A d*k
(c) +6\f - 1 zmT 2 -
f (27’() k= — mT
Combining Eq. 1.38,1.41,1.42, the quadratic divergence of Eq. 1.29 is canceled out and the

remaining contribution to the squared Higgs mass can be written as:

3NZm2. A2
- In—- . (1.43)
872 m2,

(1.42)

Am? =

Composite Higgs model

The composite Higgs model[5, 6] is also one of the models predicting VLQs. It assumes that a
global SO(5) symmetry is broken spontaneously to SO(4) at a scale of f. Using a real scalar
quintet ¢ subject to a constraint ¢? = f2, and with its first 4 components ¢1, ¢o, @3, ¢4, the
usual SU(2) Higgs doublet field H can be written as:

L ([ ¢1+ige >
H=— . . 1.44
Vi ( — (1.44)
To generate the SO(5)-symmetric quark-Higgs coupling terms, the third generation quark
field is extended to
\IJL = (qoaXouTO)L )to 7b0 )X?%T]% )
where q%, Xg, X% are SU(2)-doublets whereas all the others are singlets. The gauge invariant
mass term Lyqp is formed using the fields above as:
Etop = /\I@L(Z)tR + )\QfTLTR + AngLtR + MxXLXR + h.c. (1.45)
The heavy and light mass eigenstates T' and t are written as the mixture of 7° and t° as:
Tp = THcosy —thsiny, (1.46)
tp = Thsiny+t%cosy, (1.47)
thus Eq. 1.45 is rewritten as:
Etop =qLH¢ (/\ttR + )\TTR) + XLH ()\ttR + )\TTR) + mTTLTR + mXXLXR + h.c., (1.48)

where x, A¢, Ap, and mp are defined as:

tany = ALt As , (1.49)
A2
M= AL (1.50)
\/()\1 + )\3)2 + )\%
o= A (1.51)
\/()\1 + )\3)2 + )\%
mr = \/(Al +3)2 4+ A\2f . (1.52)

As a result of the one-loop corrections appearing in Eq. 1.48, the quadratic divergent term
in Eq. 1.29 disappears and only the log A% term remains.



1.2.2 Interaction between VLQs and SM particles

Since the theme of this thesis is a search for VLQ with the electric charge of +2/3 (T'), this
section is focused on the interaction of T'. In all of the allowed multiplets, the covariant
derivative D,, of the local SU(2) x U(1) symmetry can be written as

Z9 igo
D,=0,+—+ “W“ BM , (1.53)

where g is the coupling constant same as the SM case and g- is a constant determined by the
electric charge of the VLQs. Wi terms do not appear in the singlet case.

If VLQs exist, new heavy mass eigenstates are formed as mixing of VLQs and the third
generation quark. In the case with electric charge of +2/3, the heavy mass eigenstate T' and
light eigenstate ¢ can be written as the mixing of the top quark(t’) and the VLQ (T"):

tL.r _ cos 0%73 —sin G%Rei"b“ t%,R (1.54)
Trr sin 9%,1%6_1% cos 9%’3 TE,R ’ ’

where t% r and TLO, p are the left- and right-handed components of the weak eigenstate of top
and vector-like quark. If B, a vector-like-quark with the electric charge of -1/3, exists, it can
be written in the same format:

bLr ) _ cos HCLl’R‘ —sin H%Rew)d b%R (1.55)
Br.r sin 9%7}%6_“75‘1 cos 9%73 B%,R . ‘

Since both t° and T° interact with Higgs and the vector-bosons, the mixing in Eq. 1.54 results
in three interaction terms Ly, £z, and L, corresponding to T interaction with W+, Z, and
the Higgs boson, respectively.

9 7 1495

Lw = 7 <VTb 5 + VE ) bW +hec., (1.56)

L=  yrlt7s
= - T [ Xk X tZ, +h.c. 1.

Ly COSGW o ( Tt + ATy 9 p T hc., ( 57)
9T 7 (yL 1- Rl + 5

Ly = iz +Yi tH + h.c. 1.58

" T My ( 2 2 the, (1.58)

where Oy is the Weinberg angle and My is the mass of the W boson. VﬁbR, X:%tR, Y:ﬁt’R are
the coefficients depending on the mixing angle 1, r, ¢, and the multiplets summarized in the

Table 1.2 and 1.3.

Table 1.2: Coupling of left-handed 7' to the bosons and the third-generation quarks.

Multiplets VTLb ‘ X%t ‘ YTLt ‘
singlet sin Y e~ "Pu sin 0% cos 0} e'® L gin 0% cos By '+
@) singl e 0y cosfFe™ 2 sin Oy cos O
(XT) doublet sin 04 e~ i0u 2sin 6% cos 04 i®u sin 0% cos 0% e
(T'B) doublet | sin 6% cos 0% e~i % — cos §% sin §% e~i¢d 0 Sin 0% cos 0% et
(XTB) triplet (sin 0% cos 9% —v/2cos 07 sin 0%) e~ sin 07 cos 0} e i sm 07 cosOie ip
(TBY) triplet | (sin@% cos#9 —v/2cos6¥sinff) e —sinf¥ cos6ye ;’Z} sin 0% cos f%e'®




Table 1.3: Coupling of right-handed T to the bosons and the third-generation quarks.

Multiplets Vﬁ) X :,Et Yrﬁ '
(T) singlet 0 0 sin 0% cos §Y e'Pu
(XT) doublet 0 sin 0% cos 0% ' s sin 0 cos O cidu
(T'B) doublet | —cosf%sinf%e % —sin % cos O%e? Tt sin 0, cos g4 i
(XTB) triplet | —v/2cosf%sin0%e=™ 0 sin 0% cos % e
(TBY) triplet | —v/2cosf%sinf%e™® —2sin 6% cos §%e'? sin 0% cos % e

The interaction terms in Eq. 1.56-1.58 result in three decay modes of T: T — Wb,
T — Zt, and T — Ht. The decay width of each process can be written as a function of the
couplings and the mass of the relevant particles:

2 m 1
T(T— W) = LT\ (mg,my, My)2 {([VE? + [VE)
647 My,
x (L4 —2rf = 20y + 13 + riyri) — 12rfmyRe (VA VAT Y L (1.59)
m 1
F(T—> Zt) = Ll/\ (mTamtaMZ)Q {(|X'lét|2+ ’X'Z@t|2)

128 cos? Oy M2

X (1 + r% — 27“t 2rZ + rt + rZrt) 12rZ7"tRe (XTtX )} , (1.60)
2

g~ mr 1 L2 R |2
D(T — Ht) = ———>X(mp,my, Myg)? (Y72 +1Y7i%)
1287 M2,
x (14 612 —r2 41 — rfr%) (1.61)

where r, = %; and A (z,y,2) = 2 +yt + 24 — 223y? — 29222 — 22222, The possible branching
ratio of each multiplet is shown in Fig. 1.3.

In a more general and simple expression[8], the Lagrangian terms of the interactions
between T and SM particles can be written as:

97 L= L+
Lr_sy = §T7“ (sz 5 +cly 5 ) bW,
97 1 - 1+
+ §T7“ (cf 5 +cf 5 > tZ,
1 1
+ §T ( i 275 +cl 275) tH + h.c. (1.62)

where cg and cg are the left- and right-handed couplings between T and boson V. The

associated parameters defined as cy = 4/ (cg)2 + (¢Y)? are useful to discuss the phenomenon
of T because they are closely related to the production cross section and branching ratio of
T.

In ATLAS, the Monte Carlo simulation samples of VLQ signals are generated based on
the parametrization in the following]8]:

L =kr o, \[[TL/R T"br Rl + T0 2cos Oy ————[T)rZ V"t R] — P(] [TR/LHtL/R] :

(1.63)
where F?/ are the partial decay width of T' — V¢ computed under an setting that ¢ is massless
and 53 are the branching ratio of T — V¢ decay channel. In this convention, FQ/ can be
computed as functions of 7" mass and k7 and &y can be computed as functions of 7" mass
and mixing, hence the T mass and kp are treated as the free parameters, and the latter is
referred to as “coupling”.
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Figure 1.3: Possible branching ratio of 7' in each multiplet. In the (T'B) doublet case,
three special cases are considered: wg corresponding to 6, = 0,60, # 0, dy corresponding to
0, # 0,05 =0, and “max” corresponding to the maximal mixing. [7]
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(a) (b)

Figure 1.4: Feynman diagrams of single(a) and pair(b) production mechanisms of 7. ¢ and
¢’ indicate the light quarks.

1.2.3 VLQ production in LHC

T can be produced via the pp collisions in LHC at /s =13 TeV in two main production
mechanisms: (1) single production via the weak interaction and (2) pair production via the
strong interaction, whose Feynman diagrams are shown in Fig. 1.4. Since T is coloured as
the normal quarks, the pair-production cross section depends only on the mass of T" whereas
the single-production cross section depends on the coupling between 1" and SM particles as
well. Fig. 1.5 shows the cross section of the pair production and maximum single production
processes. The pair production is the dominant production channel in the low mass region
because of the strong interaction while in the high mass (~1 TeV) region the single production
can be dominant because the required collision energy is smaller in the single production
compared to the pair production, in which required collision energy is twice larger than T
mass.

12



10 E I\{ T T T T T T T T T T T T T T T T T T T T T | T T T E

AN ]

B \ - QQ ]

N T

10°F YB] E

: — Thj| 7

- — Bbj|

5 0E — T | 4

= F — X7 ]

s [ ]

° 1o E

(XT) >

i3 E

- | 13 TeV ;

10-1_ 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 \I\_
400 600 800 1000 1200 1400 1600 1800 2000

mg, (GeV)

Figure 1.5: Production cross section of VLQs in each production mechanism and multiplets
at the LHC with 13 TeV. The dashed line indicates the pair production and the red and green
lines indicate the single T" production associated with b and ¢, respectively, and the lines with
(T),(T B), and (X T) indicate the singlet, doublet, and triplet multiplets, respectively. [7]
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Chapter 2

LHC

The Large Hadron Collider(LHC) is a proton-proton collider operated at the highest center
of mass energy /s = 13 TeV. Since the first collision in 2008, the LHC has been running as
the most powerful probe of the particle physics. LHC Runl was operated from 2010 to early
2013 with the center of mass energy /s = 7 or 8 TeV. After Runl, the LHC was shut down
for about 2 years for maintenance and preparation for collisions with higher energy. After
the shutdown, the LHC Run2 period started in June 2015, operated under the increased
energy of /s = 13 TeV. The details of the design and performance of the LHC are described
throughout this chapter.

2.1 LHC beam parameters

The LHC proton beams and collision are characterized by the parameters listed in this section.

Luminosity

Instantaneous machine luminosity L for a gaussian beam distribution is defined as

. Ngnbfrev’}/r

L= 2.1
e, B* ’ (2.1)

where Ny is the number of protons per bunch, n; is the number of bunches per beam, fey is
the revolution frequency, v, is the relativistic gamma factor, €, is the normalized transverse
beam emittance, 5* is the beta function at the collision point and F’ is the geometric reduction
factor with the beam crossing angle at the interaction point (IP) defined as following.

-1

F=|41+ (90(’Z>2 : (2.2)

20*

where 6. is the full crossing angle at the IP, o, is the RMS bunch length and ¢* is the
transverse RMS beam size at the IP.

Machine luminosity is an important parameter for collider physics because the number of
events per a unit of time generated in the collision (Neyent) is given by:

Nevent = Loevent , (2.3)

where oevent 1S the cross section of the considered event.
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Emittance and f

Emittance is a parameter characterizing the size of a beam. The emittance with the dimension
parallel to the beam axis is called “longitudinal emittance” (e;) and the other two dimensions
are referred to as “transverse emittances” (e).

The longitudinal emittance is defined as:

€s = 4moiosp B, Eo (2.4)

where oy is the bunch duration in time, o5g/ g, is the relative energy spread, and Ey is the
nominal beam energy.

Concerning the position-angle phase space of the transverse dimension, the area enclosed
by an ellipse of a single particle is invariant through the storage ring. The transverse emittance
€ is defined so that e is equal to an area that contains the ellipses of certain ratio of particles.
In a low emittance beam, particles are confined to a small distance and have nearly the same
momentum. Since the beam transport system allows only particles whose momentum is close
to the design value, keeping the emittance small leads small beam loss.

Another important parameter concerning the beam size is the amplitude function 8. It
is a parameter determined by the accelerator magnet configuration and powering as:

7T0'2
)

8= (2.5)

€
where o is the cross sectional size of the bunch. g is roughly the width of the beam squared
divided by the emittance. A beam with low g is narrower and more squeezed.

Beams are squeezed at the IP to increase the number of collisions. A useful parameter to

estimate this effect is 8*, defined as distance that the beam width gets twice as wide as at
the IP.

Pileup

Since a bunch contains numerous number of protons and the cross section of the inelastic
processes is as large as ~80 mb, multiple interactions can occur within one bunch crossing.
Due to this effect, pileup, defined as the number of interactions per bunch crossing, can be up
to 50 in the LHC setting during 2016. In principle, larger pileup leads to worse performance
in measurements such as PID and energy measurement, thus it is important for detector
operation to mitigate the effect of pileup.

The design parameters|[10] of LHC are summarized in Table 2.1.

Table 2.1: Summary of the designed[10] and actual LHC parameters measured in 2016.

Design 2016
proton energy [GeV] 7000 6500
Number of protons per bunch 1.15 x 10M | 1.1 x 101
Number of bunches 2808 2076
Bunch spacing [ns] 25 25
Transverse normalized emittance [pum-rad] 3.75 3.4
B [m] 0.55 0.4
peak luminosity at the IP1 [ cm™2s~! ] 1.0 x 103 | 1.01 x 103
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Figure 2.1: The LHC accelerator complex and the routes of protons and other particles[9].

2.2 LHC accelerator complex

The LHC system is composed of several accelerators. Throughout this section, I explain the
structure and role of each component.

2.2.1 The proton injection system

Prior to the injection into the LHC main ring, protons are generated, gathered, and acceler-
ated to 450 GeV by a series of accelerators(LINAC2, PSB, PS, and SPS). A diagram of
the accelerator chain is shown in Fig. 2.1.

Proton source Protons are generated in the Duoplasmatron with hydrogen gas. In the
Duoplasmatron, electrons emitted from a cathode filament interact with hydrogen gas to
generate protons with the process below.

(1) Hy+e  — Hf +2”
(2) Hf +e- —HT+H+e"
(3) H+4e —HT+2

The produced protons are accelerated by a static electric field with a voltage of 90 kV to
approximately 1.4% speed of light, then they are sent to the RFQ(radio-frequency quadrupole),
which speeds up and focuses the proton beam. After RFQ, the protons are sent to the linear
accelerator (LINAC2).

LINAC2 Generated protons are further accelerated in LINAC2, which makes use of ra-
diofrequency(RF) cavities to accelerate the protons. The RF cavities are metallic chambers
containing an electromagnetic field which oscillates at 400 MHz. In the cavities, the field
works to accelerate and sort protons into discrete packets called “bunches”. By the time pro-
tons reach the end of LINAC2, they gain up to energy of 50 MeV. The accelerated protons
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are then sent to the Proton Synchrotron Booster (PSB).

PSB PSB is a synchrotron working as the first circular accelerator in the LHC chain. It
contains 4 superimposed rings, which receive 50 MeV protons from LINAC2 and accelerate
them up to 1.4 GeV. The accelerated protons are sent to the Proton Synchrotron (PS).

PS PS is the oldest synchrotron at CERN with a circumference of 628.3 m. It accelerates
protons up to 26 GeV. The accelerated protons are sent to the Super Proton Synchrotron
(SPS). Prior to the ejection, the beam is debunched and rebunched by 40 MHz cavities to
generate the bunch spacing of 25 ns.

SPS SPS, the second largest machine in the accelerator complex at CERN, is a synchrotron
with a nearly 7 km circumference. It contains 1317 conventional magnets, including 744 dipoles
to bend the protons around the ring. It accelerates protons up to 450 GeV. This is the final
acceleration step before injection to the LHC main ring. After the acceleration, the protons
are finally injected into the LHC main ring.

2.2.2 LHC main ring

The LHC main ring is a two-ring, superconducting collider installed in the LEP tunnel[11]
with the circumference of approximately 27 km. After injection at 450 GeV, protons travel
in opposite directions in separate beam pipes and boosted to the LHC design energy before
collisions at the interaction points. The basic layout of the LHC main ring is shown in Fig. 2.2.
As shown in the figure, the main ring is made of eight arcs and eight straight sections.
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Figure 2.2: Schematic view of the LHC main ring. Beam 1 indicates the beam circulating
clockwise and Beam 2 indicates the one circulating counter-clockwise.[10]

Beams are bent, focused, and de-focused using the magnet system in the arc sections,
which are composed of 23 arc cells. One arc cell is 106.9 m long and composed of two
53.45 m half cells, each of which containing 5.355 m long cold mass in short straight section
(SSS) and three 14.3 m long dipole magnets. The layout of the arc cell is shown in Fig. 2.3.
The magnet system makes use of the technology based on superconducting Nb-Ti Rutherford
cables. They are operated at the temperature of 1.9 K using a cooling system of superfluid
helium. The main dipole magnets, used to bend the beam, supply the field of 8.33 T at the
top energy of 7 TeV and 0.54 T at the injection energy of 450 GeV. The main quadrupole
magnets, used to focus and de-focus the beam, supply the field gradient of 223 T/m at the
top energy and 14.5 T/m at the injection energy. Multiple correction magnets, arranged
between the main dipole and quadrupole magnets, are also used to correct the beam orbits.
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Figure 2.3: Schematic view of an LHC arc cell. MQ indicates the lattice quadrupole and
MBA and MBB indicate main dipoles[10]. MBA and MBB are in principle same magnets
but they use different structure of electronics

The LHC main ring contains four interaction points called Point 1, 5, 2, and 8 for ATLAS,
CMS, ALICE, and LHC-b detectors, respectively.

The straight sections, approximately 528 m each, serve the experimental or utility inser-
tion. The beam injection systems are located at Point 2 and Point 8 for Beam 1 and Beam 2,
respectively. Two RF systems, one independent system for each beam, are located at Point 4.
They capture, accelerate, and store the injected beams using the 400 MHz superconducting
RF cavity. The amplitude of the RF field is 16 MV for each beam and the frequency is
400.790 MHz at top energy, and 8 MV /beam and 400.789 MHz at the injection energy of
450 GeV. In the RF region, the RF field accelerates beams with the energy gain of ~485
keV /turn during the ramp time of approximately 20 minutes. After the acceleration, beams
with the top energy cross at the interaction points.

2.3 LHC pp collision

When a proton-proton collision occurs, a parton in one proton interacts with a parton in an-
other proton. Such interaction causes many kinds of physics processes such as production of
Higgs, dijet, weak bosons, tt, etc. Fig. 2.4 shows expected cross section of some of the bench-
mark processes at proton-(anti)proton colliders as a function of the center-of-mass energy.
The physics process with the most significant cross section is the parton-parton scattering
via QCD, which is more than 5 order of magnitude larger than the weak boson production.
Thus, it is important to reduce QCD events efficiently in the data taking and event selection
of the analysis.
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Figure 2.4: The cross section of the physics events via the pp(p) collision as a function of the
collision energy. [12]
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Chapter 3

ATLAS detector

ATLAS(A Toroidal LHC ApparatuS) is one of the detectors located at LHC interaction points
to detect and precisely measure kinematic properties of all the particles, except for neutrinos,
produced by pp collisions of LHC. It consists of several subdetectors and magnet systems.
The details of the ATLAS detector is discussed throughout this chapter. The construction
and overview is described in Section 3.1, the magnet system is described in Section 3.2, details
of each sub-detector are described in Section 3.3-3.5, and the trigger and DAQ system are
explained in Section 3.6.

3.1 Detector overview

3.1.1 Coordinate system and nomenclature in ATLAS

The origin of the coordinate system is defined as the nominal interaction point. The z-axis
is defined as the beam axis and the x-y plane as the plane transverse to the beam axis. The
positive side in the x-axis is defined as to the center of the LHC ring, the positive y-axis as
pointing upwards. Also, side-A of the detector is defined as that of positive z and side-C is
in negative z, as illustrated in Fig. 3.1. ¢ is the azimuthal angle around the beam axis, 0 is
the polar angle from the beam axis, 1 the pseudo rapidity; n = — Intan (g), and the distance

AR is defined as AR = \/A¢? + An?, where A¢ and An are ¢ and 7 difference between 2
points in the detector, respectively.

3.1.2 Goals and requirements for physics benchmarks

There are several physics benchmarks which ATLAS is expected to search for. The Higgs
boson, which was successfully discovered in 2012[13], is an example of them. In the search
for the Higgs boson, the most promising channel is H — 7. Since the predominant H — bb
channel is largely affected by the QCD background, this channel is measured using the Higgs
production in association with a vector boson (V H channel) where the vector boson decays
into leptons. H — 77 channel is also important because Yukawa coupling of the lepton sector
can be measured.

Supersymmetric particles[14] are also important topics. Assuming that R-parity is con-
served, supersymmetric particles would involve cascades which always contain a lightest stable
supersymmetric particle(LSP). As LSP is expected to interact very weakly with the detec-
tor, a significant missing transverse energy E}”iss is expected in the final state. Low-energy
processes such as 7 — 3u, T — pvy, Bg — pp are considered as interesting as the search of
new heavy particles because they can be helpful probe for new physics.
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Figure 3.1: The schematic views showing the definition of the 3D axis, #, and n(a) and x-y
axis and ¢(b).

To achieve high sensitivity to such processes, the ATLAS detector is designed to fulfill
the requirements listed below.

Fast, radiation-hard, and high-granularity electronics and sensors to enable efficient and
stable data-taking under the high-radiation environment.

Large acceptance in pseudorapidity with full azimuthal angle to reduce undetected
particles and to achieve high resolution of E%"”iss.

Good momentum resolution and reconstruction efficiency for charged particles to enable
precise vertex reconstruction. These lead to good performance of 7-leptons and B-
hadrons tagging.

Electromagnetic calorimetry with high precision for electron and photon identification
and measurement.

Good identification and momentum resolution for muons in a wide range of momenta.

Efficient triggering on low momentum objects with sufficient rejection to enable analysis
over the large low-momentum background.

3.1.3 Structure of the ATLAS detector

The ATLAS detector is 25 m in height and 44 m in length, and its weight is about 7000 tons.
It is nominally forward-backward symmetric with respect to the interaction point. Fig. 3.2
shows a schematic view of the detector.

As shown in the figure, the inner detectors (pixel detector, semiconductor tracker, and
transition radiation tracker) are located in the most inner part. They are immersed in a
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Figure 3.2: A schematic view of the ATLAS detector. [18]

2 T solenoidal field. The combination of the pixel and semiconductor tracker enables pattern
recognition, momentum and vertex measurements, and electron identification. The transition
radiation tracker is used to generate and detect transition radiation.

The electromagnetic sampling calorimeters with liquid-argon(LAr) and copper cover the
range |n| < 3.2, and the scintillator-tile calorimeter provides the hadronic calorimetry re-
gion with |n| < 1.7 . In the end-cap(|n| > 1.5) regions, LAr calorimeter is also used as
a hadronic calorimeter. The LAr forward calorimeters provide both electromagnetic and
hadronic calorimetry and extend the coverage to |n| ~ 4.9.

The calorimeter is surrounded by the muon spectrometer, the outermost part of the
ATLAS detector system. It measures muon momentum, charge, and position based on the
magnetic deflection of muon tracks in the large superconducting air-core toroid magnets. The
muon spectrometer system consists of 4 types of chambers; Monitored Drift Tubes(MDT’s),
Cathode Strip Chambers(CSC’s), Resistive Plate Chambers(RPC’s), and Thin Gap Cham-
bers(TGC’s). A precision measurement is held by MDTs in most of the n-range, while CSCs
are used in the large n region where radiation is hard. TGCs and RPCs are used as trigger
chambers, and they provide bunch-crossing identification, well-defined pp thresholds, and
the track measurements in the direction orthogonal to that determined by the precision-
tracking chambers. RPCs cover the barrel region(|n| < 1.05) and TGCs cover the endcap
region(1.05 < |n| < 2.7). TGCs provide trigger in the range of 1.05 < |n| < 2.4 .
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3.2 Magnet system

The magnetic field, used to bend the tracks of charged particles, is provided by the ATLAS
magnetic system, which consists of four superconducting magnets ( one central solenoid, one
barrel toroid, and two end-cap toroids). Details of the components and the magnetic fields
are introduced in this section.

3.2.1 System components

The geometry of the magnet windings is shown in Fig. 3.3 and the main parameters are listed
in Table 3.1. Overview of each magnet is described in the following.

Central solenoid

The central solenoid is designed to provide a 2 T axial magnetic field aligned on the beam axis
for the inner tracker region. To suppress v-conversions and achieve the desired performance,
the layout was optimised to minimize the material thickness in front of the calorimeter,
resulting in the assembly contribution of ~0.66 radiation length in total. The magnet is
based on a single-layer coil that is wound on a high-strength Al-stabilised NbTi conductor
inside a 12 mm thick Al support cylinder. The inner and outer diameters of the solenoid
are 2.45 m and 2.56 m, respectively, and its axial length is 5.8 m. The coil in the factory is
shown in Fig. 3.4.

Barrel toroid

The barrel toroid is designed to provide a toroidal magnetic field of 0.5 T on average for
the muon detectors in the central region. It fills the cylindrical volume surrounding the
calorimeters. It consists of 8 coils encased in individual racetrack-shaped vacuum vessels
made of stainless-steel. The coils are made of pure Al-stabilised Nb/Ti/Cu conductors wound
into pancake-shaped. The inner and outer diameters are 9.4 m and 20.1 m, respectively, and
its axial length is 25.3 m. The barrel toroids installed in the cavern are shown in Fig. 3.5.

End-cap toroids

The end-cap toroids are designed to provide a toroidal magnetic field of 1 T on average
for the muon detectors in the end-cap regions. They are located just behind the forward
calorimeters in both sides. Each of the magnet consists of a single cold mass built up from
eight flat, square coil units and eight keystone wedges. The cold mass of the end-cap toroid
is shown in Fig. 3.6.
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Figure 3.3: Geometry of magnet wind-
ings and tile calorimeter steel. The
eight barrel toroid and end-cap toroid
coils, and the solenoid windings inside
the calorimeter are shown.[18]

Figure 3.4: Bare central solenoid after
completion of the coil winding in the
factory.[19]

Figure 3.5: The barrel toroid and sup-
porting structure in the cavern.[19]
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Figure 3.6: The end-cap toroid cold
mass in the cryostat.[19]



Table 3.1: Main parameters of the ATLAS magnet system. [18]

Property Feature Unit | Solenoid | Barrel toroid | End-cap toroids
Size Inner diameter m 2.46 94 1.65
Outer diameter m 2.56 20.1 10.7
Axial length m 5.8 25.3 5.0
Number of coils 1 8 2 x8
Mass Conductor t 3.8 118 2 x 20.5
Cold mass t 5.4 370 2 x 140
Total assembly t 5.7 830 2 x 239
Coils Turns per coil 1154 120 116
Nominal current kA 7.73 20.5 20.5
Magnet stored energy GJ 0.04 1.08 2 x 0.25
Peak field in the windings T 2.6 3.9 4.1
Field range in the bore T 0.9-2.0 0.2-25 0.2-3.5
Conductor | Overall size mm? | 30 x 4.25 57 x 12 41 x 12
Ratio AL:Cu:NbTi 15.6:0.9:1 28:1.3:3 19:1.3:1
Number of strands(NbTi) 12 38 - 40 40
Strand diameter(NbT1) mm 1.22 1.3 1.3
Critical current(at 5 T and 4.2 K ) kA 20.4 58 60
Operating/critical-current ratio at 4.5 K % 20 30 30
Residual resitivity ratio for Al > 500 > 800 > 800
Temperature margin K 2.7 1.9 1.9
Number of units x length m 4 x 2290 8 x4 x 1730 2 x 8 x2x800
Heat load | At 4.5 K W 130 990 330
At 60-80 K kW 0.5 74 1.7
Liquid helium mass flow g/s 7 410 280

3.2.2 Magnetic field determination

It is important to determine the magnetic fields precisely for the momentum resolution of
charged particles. In the ATLAS magnet system, the magnetic fields are reconstructed using
calculation based on the Biot-Savart law and measurements by B-field sensors.

The magnetic field is computed with an assumption that all the magnets and detectors are
located at the nominal position with the nominal shape. All the structures which can affect
the B-fields, such as the ID cavity, the calorimeters, and the muon detectors are taken into
account. As a result, the field strength at the interaction point is expected to be ~1.998 T
at nominal current, and to drop steeply from ~1.8 T at z = 1.7 m to ~0.9 T at the end
of the ID cavity as shown in Fig. 3.7. In the muon detector region, the fields are expected
to depend largely on 1 and ¢. The expected bending power is calculated as integral of the
magnetic field from the innermost MDT layer to the outermost MDT layer with respect to
infinite momentum muons. The strength varies from 0.15 to 2.5 T, with an average value of
0.5 T in the barrel region, and from 0.2 to 3.5 T in the end-cap region as shown in Fig. 3.8.

Two types of sensors are used for B-field measurements. One is NMR prove, and the
other is 3D Hall card[20] consisting of a rigid printed-circuit board carrying a small glass
cube, with a Hall probe on each of three orthogonal faces. NMR proves measure the field
strength |B| with an accuracy of ~0.01 mT while 3D Hall cards measure both |B| and the
direction of the field. The absolute 3D Hall cards accuracy on |B| is 0.2 mT up to [B|=1.4 T
and 1 mT up to 2.5 T, and the angular accuracy on the field direction is 2 mrad. 3D Hall
cards can still work in the region under a gradient of a few tens of mT/cm, where NMR
proves cease functioning. In the ID region, the magnetic fields measured by the sensors
are fitted by the geometrical calculation, resulting in the residuals of ~0.4 mT for all three
field components. In the muon detectors region, all the readout of the sensors are used to
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Figure 3.7: Predicted magnetic field Figure 3.8: Predicted integrated mag-
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on R and z are drawn.[18§] the outermost layer. The field is weak in
the transition region, where barrel and
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reconstruct the position and shape of the coils and corresponding materials, and then the
field in each point was calculated using the Biot-Savart law, resulting in relative accuracy of
0.2%.

3.3 Inner Detector

The ATLAS Inner Detector(ID) is designed to provide charged track measurements with
excellent momentum resolution, and primary and secondary vertex identification. It covers
the range in |n| < 2.5. It also provides electron identification over |n| < 2.0 in a wide range
of energy between 0.5 GeV and 150 GeV.

ID is contained within a cylindrical envelope with the length of +3512 mm and the
radius of 1150 mm, within a solenoidal magnetic field of 2 T. The layout of ID is shown
in Fig. 3.9. As shown in the figure, ID consists of three independent sub-detectors; Pixel,
silicon microstrip(SCT), and transition radiation tracker(TRT). The discrete space-points
from pixel layers and stereo pairs of SCT layers provide high-resolution pattern recognition
at inner radii. At larger radii, tracking is provided by TRT comprising lots of layers of
gaseous straw tube elements interleaved with transition radiation material to enhance the
pattern recognition and improve the momentum resolution and electron identification over
In| < 2.0 . Details of each sub-detector are described below.

3.3.1 Pixel

As shown in Fig. 3.9, the Pixel modules are arranged in four barrel layers and two end-caps
each of which contains three disk layers. The innermost layer, corresponding to IBL[22] Pixel
detectors, which did not exist in Run-1 period and was installed in May 2014. The basic
parameters of each layer and disk are listed in Table 3.2. The data from Pixel are read
out via Pixel modules consisting of electronics, sensors, and other related components. A
module reads out 46080 channels corresponding to a sensor area of 63.4 x 24.4 mm? using
16 180 pm-thick front-end chips. A total of 1744 modules are used. The schematic view of a
module is shown in Fig. 3.10.
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Figure 3.9: Schematic view of the ATLAS ID system showing each of the major detector
elements. The labels PP1, PPB1, PPF1 indicate the patch-panels for the ID services.[21]

28



decoupling
capacitors

barre

NTC
MCC pigtai

flex

PR

"

*'_’: ==—r N ‘ ':q,uy;ym.

(i

5

It

(
\

Figure 3.10: A schematic view of a Pixel module illustrating the major pixel and sensor
elements. MCC is a chip dedicated to control the module and FE is front-end electronics.
23]

Table 3.2: Main parameters the Pixel detector.[18]

Barrel Radius(mm) | Staves | Modules | Pixels (x10°)
IBL 33.25 14 448 12.0
Layer-0 50.5 22 286 13.2
Layer-1 88.5 38 494 22.8
Layer-2 122.5 52 676 31.2
End-cap(one side) z(mm) Sectors | Modules | Pixels (x10°)
Diskl1 495 8 48 2.2
Disk2 580 8 48 2.2
Disk3 650 8 48 2.2
Total(Barrel and end-caps) 1968 92.4

The Pixel sensors are designed based on semiconductor detector technology that places
an array of bipolar diodes on a high resistive n-type bulk. The diodes are made of implanting
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high positive(p™) and negative(n™) dose regions on each side of the wafer. A reverse bias
voltage is applied to the diodes to extend the depletion region over whole of the bulk region
so sensors can effectively collect and detect carriers generated by charged particles passing
through the active volume of the sensor. The sensors are operated in the temperature range
between -5 °C and -10 °C to reduce the leakage current and to avoid reverse annealing, which
is an effect that the effective doping concentration N, increases on long time scale.

In the end-cap and outer 3 layers of barrel, about 90% of the pixels have the nominal
size 50 x 400 pm? and the remaining pixels have the size 50 x 600 um? in the regions at the
read-out chips on a module. Each module consists of 47232 pixels arranged in 144 columns
and 328 rows, but for reasons of space, 8 rows near the center line are ganged and resulting
in 46080 readout channels. Smaller size of 50 x 250 pum? is employed in IBL to achieve stable
operation under the high-radiation environment. Pixels of IBL are operated using a total of
448 modules, each of them consisting of 26880 pixels arranged in 80 columns and 336 rows.

The pixel modules are mounted on staves or sectors attached to support structure. In the
barrel region, one stave of the outer three layers consists of 13 modules and the IBL stave
consists of 32 modules while 6 end-cap modules are mounted on each sector. The performance
of individual Pixel modules were measured in a test beam[23, 24]. At normal incident angle,
the spatial resolution is about 12 um, not significantly degraded after irradiation. The optimal
resolution is 4.5 pm and 6.0 pm before and after irradiation, respectively in the incident angle
of 10-15°. The Lorentz angle under the magnetic field of 2 T is 12° and 6° before and after
irradiation, respectively.

3.3.2 SCT

The sensors of SCT make use of a single-sided p-in-n technology with AC-coupled readout
strips. The sensor thickness of 285415 pm is chosen as a compromise between requirements
of operation voltage, primary signal ionisation and simplicity of fabrication. The strip pitch
is chosen to fulfill the requirements on digitising precision, granularity, particle occupancy
and noise performance. The barrel sensors are in a rectangular shape with the pitch of 80 pm
and the length of 6 cm while the end-cap sensors are in a trapezoidal shape with radial strips
of constant azimuth with mean pitch of ~80 pum. Each sensor consists of 768 active strips
of 128 mm length, plus two strips at bias potential to define the sensor edge. The detector
dimensions of the SCT sensors are summarised in Table 3.3 .

In the barrel region, the SCT sensors are mounted on the barrel SCT modules, which form
four coaxial cylindrical layers(ID layers3-6). On each module, 770 SCT sensors (768 active
and 2 dead) with 80 pum pitch are glued on the top and bottom side of a 380 pm-thick thermal
pyrolitic graphite(TPG) base-board to form 128 mm long(126 mm active and 2 mm dead)
unit. The sensors on the top and bottom side are rotated to make one axial and the other
with a stereo angle of 40 mrad, resulting in sensitivity on both 7(z) and ¢. The structure
and sketch of a barrel SCT module are shown in Fig. 3.11.

The end-cap SCT modules, shown in Fig. 3.12, are mounted on nine end-cap disk layers
in each detector side. Each of the modules has two sets of sensors glued back-to-back around
the central TPG spine: one radial and the other with a stereo angle of 40 mrad to achieve
a sensitivity on both 77 and ¢ as in the case of the barrel modules. Three types of modules,
outer, middle, and inner, are used depending on the location. Parameters of the SCT layers
in the barrel and end-caps are summarized in Table 3.4 and 3.5.

The performance of individual SCT modules was measured using a test beam[25]. The
spacial resolution of ~16 pm was measured in R-¢, which was not significantly degraded after
irradiation while the measured Lorentz angle under a magnetic field of 2 T varied between
4.2° and 2.7° before and after irradiation, respectively.
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Table 3.3: External cut dimensions of the SCT barrel and end-cap sensors. The inner-strip
angle is the angle between adjacent strips of the sensors.[18]

Module type | Sensor type | Cut length | Outer width | Inner width | Strip pitch | Inter-strip angle

(mm) (mm) (mm) (jim) (jrad)
Barrel Barrel 63.960 63.560 63.560 80.0 0

End-cap inner W12 61.060 55.488 45.735 56.9-69.2 207.0
End-cap middle W21 65.0850 66.130 55.734 69.9-83.0 207.0
W22 54.435 74.847 66.152 83.4-94.2 207.0
End-cap outer W3l 65.540 64.635 56.475 70.9-81.1 161.5
W32 57.515 71.814 64.653 81.5-90.4 161.5

Table 3.4: SCT barrel layer parameters. The numbers in brackets indicate the average active
sensor radii and overall length. The tilt angle is defined as the angle with respect to the
tangent to the support cylinder surface in the plane perpendicular to the cylinder axis.[18]

Barrel cylinder layer | Radius | Full length | Module tilt angle | Number of modules
(mm) (mm) (degrees)

3 284(299) | 1540(1498) 11.00 384

4 355(371) | 1540(1498) 11.00 480

5 427(443) | 1540(1498) 11.25 576

6 498(514) | 1540(1498) 11.25 672
Table 3.5: SCT endcap layer parameters.[18]

Disk 1 2 3 4 5 6 7 8 9

|z| (mm) 853.8 | 934.0 | 1091.5 | 1299.9 | 1399.7 | 1771.4 | 2115.2 | 2505.0 | 2720.2

Outer modules 52

Middle modules 40 None

Inner modules None 40 None

3.3.3 TRT

TRT covers the outermost part of the inner detector with multiple straw tubes with 4 mm
diameter arranged in axial and radial directions in the barrel and end-cap regions, respectively
as shown in Fig. 3.13 and 3.14. In the TRT tubes, the gas mixture of 70 % Xe, 27 % CO4 and
3 % Og is packed with 5-10 mbar over-pressure. The anodes are 31 um diameter tungsten
(99.95 %) wires plated with gold of 0.5-0.7 pm. The wires are supported at the ends of the
straw by an end-plug and directly connected to the front-end electronics, and kept at ground
potential. The typical cathode voltage is -1530 V to get a gain of 2.5x10* . The anode
resistance is approximately 60 /m and the assembled straw capacitance is smaller than
10 pF. The signal attenuation length is ~4 m, and the signal propagation time is ~4 ns/m.
The maximum electron collection time is ~48 ns and the operational drift-time accuracy is
~130 pm.

TRT is sensitive to both low energy photons emitted by transition radiation (TR) and
minimum-ionising charged particles passing through the tubes. Since the signal amplitudes of
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the TR photons are much larger than charged particles, the distinction between TR photons
and charged particles can be obtained in each straw using low(~0.2 keV) and high(~6 keV)
thresholds in front-end electronics.

In the barrel region, TRT is divided into three rings from inside to outside, each composed
of 32 modules, supported at both ends by frames. Each module consists of a carbon-fibre
laminate shell and an internal array of straws embedded in a matrix of 19 pym-diameter
polypropylene fibres as the transition radiation material. The straws form a uniform axial
array with a mean spacing of ~7 mm, and the modules are non-projective so that the dead
region for high pr tracks are reduced.

In the end-cap region, TRT in each side consists of two sets of independent wheels. The
inner set contains 12 wheels, each of which consists of 8 successive layers spaced 8 mm apart.
The outer set contains 8 wheels, 8 layers spaced 15 mm apart as shown in Fig. 3.9. Each
layer consists of 768 radially oriented straws of 37 cm length with uniform azimuthal spacing,
and the space between the layers is filled with layers of 15 pum thick polypropylene radiator
foils. As a result, TRT contains 73 layers of straws in the barrel region and 160 straw planes
interleaved with foils in the end-cap region. With this structure, all charged tracks with pp >
0.5 GeV and |n| < 2.0 will traverse at least 36 straws, except in 0.8 < |n| < 1.0, barrel-end-cap
transition region where the number of crossed straws decreases to a minimum of 22.

3.4 Calorimeters

The ATLAS calorimetry system consists of a number of sampling detectors with full ¢-
symmetric structure around the beam axis. The calorimeter components can be roughly
divided into two types of detectors depending on the purpose. One is electromagnetic(EM)
calorimeters constructed to measure the energy of electrons and photons, and the other is
hadronic calorimeters to measure the energy of hadrons. They are further divided into several
subsystems depending on the location.

The calorimeters near the beam axis are housed in three cryostats, one barrel and two
end-caps. The barrel cryostat contains the EM barrel calorimeter while each of the two end-
cap cryostats contains an EM end-cap calorimeter (EMEC), a hadronic end-cap calorimeter
(HEC) located behind the EMEC, and a forward calorimeter (FCal) covering the forward
region. All of the calorimeters described above use liquid argon(LAr) as the active medium
because of good linearity in energy response, stability of response over time, and radiation-
hardness. The hadronic calorimeter in the barrel region is the Tile calorimeter, in which
scintillator tiles are used as sampling materials and steels as absorber. Each of the calorime-
ters consists of multiple layers. The number of layers, and granularity in each layer depends on
In|. The main parameters are listed in Table 3.6, and the geometry of the calorimeter system
is shown in Fig. 3.15. Details of each component are described in the following sections.

3.4.1 Electromagnetic(EM) calorimetry

The purpose of EM calorimeters is to measure the energy and direction of electrons and
photons. They are sampling calorimeters using LAr as the active material and lead plates
glued to two stainless-steel sheets as absorbers. LAr and lead plates are arranged to form an
accordion geometry shown in Fig. 3.16. This geometry provides full coverage in ¢ and a fast
extraction of the signal at the electrodes located at the rear or the front.

Different geometry of the accordion waves are employed in end-cap(EMEC) and barrel
calorimeters as indicated in Fig. 3.17. In the barrel calorimeter, waves are axial and run in ¢,
and the folding angles vary with radius, resulting in constant liquid-argon gap (Fig. 3.17(a)).
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Table 3.6: Main parameters

of each components of the calorimetry system.[18]

Barrel

End-cap

EM calorimeter

Number of layers and coverage

Presampler 1 In| <1.52 | 1 15<n <18
Calorimeter 3 [n] <1.35 | 2 1.375 < |n| < 1.5
2 1.35 < |n| <1.475 | 3 1.5 < |n| < 2.5
2 25 < || < 3.2

Granularity An x A¢ versus ||
Presampler 0.025 x 0.1 [n] < 1.52 | 0.025 x 0.1 1.5<|n <18
Calorimeter 1st layer 0.025/8 x 0.1 [n] < 1.40 | 0.050 x 0.1 1.5 < |n <1.8
0.025 x 0.025 1.40 < |n| < 1.475 | 0.025 x 0.1 1.475 < n| < 1.5
0.025/8 x 0.1 1.5 < |n| < 1.8
0.025/6 x 0.1 1.8 < |n < 2.0
0.025/4 x 0.1 2.0 < || < 2.4
0.025 x 0.1 24< |yl <25
0.1x0.1 2.5 <|n| <32

Calorimeter 2nd layer 0.025 x 0.025 [n| < 1.40 | 0.050 x 0.025 1.375 < |n] < 1.425
0.075 x 0.025 1.40 < || < 1.475 | 0.025 x 0.025 1425 < || < 2.5
0.1x0.1 25 < |n| < 3.2
Calorimeter 3rd layer 0.050 x 0.050 [n| < 1.35 | 0.050 x 0.025 1.5 < |n| < 2.5
Number of readout channels
Presampler 7808 1536(both sides)
Calorimeter 101760 62208(both sides)
LAr hadronic end-cap
coverage 1.5 < |n| < 3.2
Number of layers 4
Granularity An x A¢ 0.1x0.1 1.5<n <25
0.2 x0.2 2.5 <|n| <32
LAr forward
coverage 31<|n <49
Number of layers 3
Granularity Az x Ay (cm) Fcal 1: 3.0 x 2.6 3.15 < |n] < 4.30
Fcal 1: ~4 times finer  3.10 < |n| < 3.15,
4.30 < |n| < 4.83
Feal 2: 3.3 x 4.2 3.24 < |n| < 4.50,
Fcal 2: ~4 times finer  3.20 < |n] < 3.24,
450 < || < 4.81
Fcal 3: 5.4 x 4.7 3.32 < |n| < 4.60,
Fcal 3: ~4 times finer  3.29 < |n| < 3.32,
4.60 < |n| < 4.75
Readout channels 3524(both sides)
Tile
Barrel Extended barrel
coverage In| < 1.0 08 < |n < 1.7
Number of layers 3 3
Granularity An x A¢ 0.1 x0.1 0.1 x0.1
Last layer 0.2x0.1 0.2x0.1
Readout channels 5760 4092(both sides)
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Figure 3.15: A schematic view of the ATLAS calorimeter system.[27]

On the other hand, waves of EMEC are parallel to the radial direction and run axially
(Fig. 3.17(b)). Since the gap with liquid-argon of EMEC increases with radius, the wave
amplitude and the folding angle of the absorbers vary with radius. These features of the
geometry make the linearity and resolution very uniform over ¢.

In the barrel region, the electrons and photons energy measurement is performed using
barrel EM calorimeter plus a presampler, which is located in front of EM calorimeter to
estimate the energy lost by the ID materials.

The barrel EM calorimeter is composed of two half barrels, one covering the z > 0
region(0 < n < 1.475) and the other covering the z < 0 region(—1.475 < 1 < 0). The length
of each half barrel is 3.2 m and inner and outer diameters are 2.8 m and 4 m, respectively, and
weight is 57 tons. Each half-barrel consists of 1024 accordion-shaped absorbers, interleaved
with readout electrodes positioned in the middle of the gap by honeycomb spacers. The size
of the drift gap in each side of the electrode is 2.1 mm, resulting in a total drift time of ~459
ns for an operating voltage of 2000 V. Each half barrel is divided into 16 modules, each of
them covering a region with A¢ = 22.5°. The total thickness of a module is at minimum 22
radiation length(Xp), which increases from 22Xy to 33 Xy between || =0 and |n| = 1.3 .

A module has three layers in depth(front, middle, and back as viewed from the interaction
point). The signals in the front layer are read out at the low-radius side of the electrode while
the signals in the middle and back layers are read out at the high-radius side of the electrode.
There are in total 3424 readout cells per module. The granularity of each layer and region
are listed in Table 3.6 and the radiation length of each layer is shown as a function of n in
Fig. 3.18.

To correct the energy lost by the ID materials, the presampler is located in front of the
EM calorimeter and the cryostat. It is a separate thin liquid-argon layer (11 mm in depth)
employed to measure the shower caused by the interaction between the incident electrons or
photons and the ID materials. The presampler layer is composed of 64 identical azimuthal
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Figure 3.16: A sketch of a barrel calorimeter module with the accordion geometry. The
granularity of n and ¢ of each layer is also shown. [28]
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Figure 3.17: Photographs of a barrel(a) and an EMEC LAr module(b). The geometry of the
accordion waves are displayed.[18]

sectors (32 per half-barrel). Each sector is 3.1 m long and 0.28 m wide, resulting in the
coverage in An x A¢ of 1.52 x 0.2 . Each sector is composed of eight modules in different
sizes, in lengths increasing with |n| so a constant n-granularity of An = 0.2 is provided for
each module, except for the module at the end of the barrel, whose n-coverage is 0.12 .

EMEC consist of two wheels, one of which is located on each side. Each wheel is 63 cm
thick and 27 tons, and internal and external radii are 330 mm and 2098 mm, respectively.
EMEC covers the region of 1.375 < || < 3.2 . The EMEC wheel in each region consists of
two co-axial wheels with a 3 mm boundary at || = 2.5. Each inner wheel consists of 256
absorbers interleaved with readout electrodes while the outer wheel consists of 768 absorbers.
The electrodes are located in the middle of the gaps by honeycomb spacers.

The active radiation length of EMEC is shown as a function of n in Fig. 3.19. The total
thickness is larger than 24 X, except for |n| < 1.475. In the outer wheel, the thickness
increases from 24 to 38 X as |n| increases from 1.475 to 2.5, and from 26 to 36 Xy as |n| from
2.5 to0 3.2 in the inner wheel. The wheels are further divided into eight wedge-shaped modules
without any discontinuity along the azimuthal angle. As for the barrel calorimeter, the
precision region (1.5 < |n| < 2.5) is divided in depth into three longitudinal layers. The front
layer, approximately with 4.4 X of thickness, is segmented with strips along the n direction.
The transverse size of the projective cell in the middle layer is Anp x A¢ = 0.025 x 0.025
as the barrel. The back layer has a twice coarser granularity in 7. The regions |n| < 1.5
and 2.5 < |n| < 3.2 are segmented to two longitudinal layers and have a coarser transverse
granularity.

The performance of the electromagnetic calorimeter is determined using test beams[29].
As shown in Fig. 3.20, the reconstructed energy response is linear within +0.1%, and the
energy resolution as a function of energy is shown in 3.21. The energy resolution has been

fitted with the function[30]:
o(FE) a
= @b, 3.1
E E(GeV) 381)
where a is the stochastic term and b is the constant term. As a result of the fitting, a
stochastic term of 10% v/ GeV and a constant term of 0.17 % have been obtained. Similar

results have been obtained for EMEC as well. The measurement of response uniformity as
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the electron beam energy Epeam.[18]

Epeam- [18]

a function of 7 has revealed that the non-uniformity does not exceed 0.5 %, which is better
than the design goal of 0.7 %. 7 resolution is about 1.5 x 10™% and 3.3 x 10~ for the front
and middle layers, respectively. The 7 rejection factor is 3.54 4+ 0.12(statistical) for 7y with
pr=>50 GeV with a single photon efficiency of 90 %.

3.4.2 Tile calorimeter

The tile calorimeter is a sampling calorimeter using steel as the absorber and plastic scintil-
lator tile as the active medium. It is located behind EM calorimeter and covers the region of
In| < 1.7 . It is divided into three parts: a central barrel of 5.8 m length and two extended
barrels of 2.6 m length each. All of them have an inner radius of 2.28 m and an outer radius
of 4.25 m. The radial depth is approximately 7.4 A\ (interaction length). Each barrel consists
of 64 modules with a size of A¢ ~ 0.1.

A sketch of a tile module geometry is shown in Fig. 3.22. Each module forms a periodic
steel-scintillator structure with a ratio by volume of approximately 4.7:1. The scintillator
tiles are oriented radially and perpendicular to the beam line to achieve almost seamless
azimuthal coverage. Signals are read out using wavelength-shifting fibres and PMTs which
are housed in the outer edge of the modules. The fibres have an attenuation length of 325
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Figure 3.23: Fractional energy resolution of Tile calorimeter for isolated pion as a function
of the beam energy at an incident angle |n| = 0.35. [18]

cm at a wavelength of 430 nm, with a spread in the distribution of the attenuation length
of ~3 % and in light output of ~3 %. The three-dimensional cell structure is defined by the
fibre grouping: Fibres are grouped in three radial sampling depth, approximately with 1.5,
4.1, and 1.8 X thick at n = 0. These cells have dimensions of An x A¢ = 0.1 x 0.1 in the first
two layers and 0.2 x 0.1 in the last layer.

The performance of Tile calorimeter is measured using hadron test beams. The fractional
energy resolution op/FE for isolated pions was measured as a function of the beam energy
and impact angle. The result of the resolution measurement at n = 0.35 is shown as an
example in Fig. 3.23. The result is fitted with the parametrization in Eq. 3.1 with the best
fit of a = (56.44+0.4)% and b = (5.5+£0.1) %. The module-to-module uniformity in the mean
response is found to be independent of 7 and to show an average spread of 1.4 %.

3.4.3 Hadron Endcap calorimeter (HEC)

HEC is a copper/liquid-argon sampling calorimeter contained in the same cryostats with
EMEC and FCal to cover the region of 1.5 < |n| < 3.2..

HEC in each side consists of two wheels; one is a front wheel (HEC1) and the other is a
rear wheel (HEC2). They are cylindrical with an outer radius of 2030 mm. Each of the wheels
consists of 32 identical wedge-shaped modules (Fig. 3.24). The modules are connected by
the stainless-steel connecting-bar system at the outer wheel perimeter and the small copper
connecting bars at the inner radius.

Among all the modules, flat copper plates are arranged with fixed gap. Each module of
HECI1 is composed of 24 copper plates, each of which is 25 mm thick, plus a 12.5 mm thick
front plate, and each of HEC2 is composed of 16 copper plates, each of which is 50 mm thick,
plus a 25 mm thick front plate. The gaps between the plates are all 8.5 mm in the width.
The resulting sampling fraction for HEC1 and HEC2 are 4.4 % and 2.2 %, respectively. The
wheels have an inner radius of 372 mm for the first nine plates of HEC1 and of 475 mm for
the remaining plates and all the plates of HEC2.

As shown in Fig. 3.25, three electrodes are located in the 8.5 mm gap between the grouped
plates, resulting in dividing the gaps into four separate LAr drift zones with 1.8 mm width.
The space between the electrodes is maintained using a honeycomb sheet. Each drift zone is
individually supplied high voltage. The middle electrode carries a pad structure covered by
a high-resistive layer as the readout electrode. This pad also defines the lateral segmentation
of the calorimetry to provide a semi-pointing geometry with the granularity of An x A¢ =
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0.1 x 0.1 in the region of || < 2.5 and 0.2 x 0.2 in the region with larger |n|. The other
electrodes carry surfaces of high resistivity to which the high voltage is applied at. With the
nominal high voltage of 1800 V, the typical drift time of electrons in the drift zone is 430 ns.
The readout cells are defined by pads etched on the central foil in each gap.

As a result of exposure to test-beams, the fractional energy resolution to electrons is
obtained with fitting in Eq. 3.1 with a stochastic term a = (21.4 £ 0.1)% v GeV and a
constant term b compatible with zero within errors. The fractional energy resolutions of 7+
and 7~ are also measured as shown in Fig. 3.26. Fits to these results again using Eq. 3.1
yielded the stochastic terms of (84.6 +0.3) % vGeV and of (81.7+£0.4) % vVGeV for 7~ and
7T, respectively, and constant term of zero within errors.

3.4.4 Forward calorimeter (FCal)

FCal is housed in the same cryostats as EMEC and HEC to cover over 3.1 < |n| < 4.9.
As they are located at high 7, with a distance of approximately 4.7 m from the interaction
point, they are exposed to intense particle flux. Thus, they are designed to have very small
liquid-argon gaps (< 2 mm) in order to avoid ion build-up problems and to provide material
density as high as possible. Such small gaps are obtained using an electrode structure with
small-diameter rods, centered in tubes parallel to the beam direction. As an example of the
FCal structure, a schematic view of the first layer of FCal is displayed in Fig. 3.27.

As seen in Fig. 3.28, FCal is split into three modules, whose longitudinal width is 45 cm,
one electromagnetic module (FCall) and two hadronic modules (FCal2 and FCal3). For
FCall, copper is chosen as the absorber to optimise the resolution and the heat removal,
while tungsten is chosen for FCal2 and FCal3 to provide containment of hadronic showers
and to minimise the lateral spread of the showers. Main parameters of each module are listed
in Table 3.7. Signals are read out from the side of FCall closer to the interaction point and
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Figure 3.28: Schematic diagram showing three FCal modules. The other calorimeter compo-
nents housed at the same cryostat is also shown.[18]

from the side of FCal2 and FCal3 farther from the interaction point. With this arrangement,
the cables and connectors can be located away from the back of FCall, where the maximum
radiation damage is expected.

The performance is measured using test-beams of electrons and pions. The fit to the the
measurement in the electron beam with Eq. 3.1 yielded a stochastic term of (28.5 +1.0) %
VGeV and a constant term of (3.5+0.1) % v/GeV. The fractional resolution to pion energy
is measured using two techniques: (1) using a single weight per module, yielded a stochastic
term of (94.2 +1.6) % vGeV and a constant term of (7.5 £ 0.4) % vVGeV. (2) using radial
weights, yielded better resolution with stochastic and constant terms of 70 % and 3.0 %,
respectively. These results are shown in Fig. 3.29.

Table 3.7: Main parameters of three FCal modules.[18]

FCall FCal2 FCal3
Function Electromagnetic | Hadronic | Hadronic
Mass of module(kg) 2119 3826 3695
Main absorber material Copper Tungsten | Tungsten
LAr gap width (mm) 0.269 0.376 0.508
Radiation length(Xy) 27.6 91.3 89.2
Absorption length(\) 2.66 3.68 3.60
Number of electrodes 12260 10200 8224
Number of readout channels 1008 500 254

3.5 Muon spectrometer

The muon spectrometer is located at the outermost part of the ATLAS detector. It is designed
to detect muons generated at the interaction point and to measure their momentum in the
region of |n| < 2.7. The muon spectrometer system consists of four subdetectors: MDT,
CSC, TGC, and RPC. TGC and RPC are used as trigger detectors covering the end-cap and
barrel regions, respectively. MDT and CSC are used as precision-tracking detectors. MDT
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covers both barrel and end-cap region over |n| < 2.7 except for the radiation-hard region;
the innermost layer of the end-cap 2 < |n| < 2.7, where CSC is employed instead. The
arrangement of the detectors is shown in Fig. 3.30 and 3.31. Details of each detectors are
described in the following sections.
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Figure 3.30: Cross section of the barrel muon system in a plane perpendicular to the beam
axis.[18]
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3.5.1 MDT

As described above, MDT is designed to measure muon tracks precisely in both barrel and
end-cap regions. MDT chambers in the barrel region are arranged in three concentric cylin-
drical shells around the beam axis with the radii of approximately 5 m, 7.5 m, and 10 m. In
the end-cap region, chambers form four large wheels in each side. The wheels are perpendic-
ular to the beam axis and located at |z| ~7.4 m, 10.8 m, 14 m, and 21.5 m . The chamber
system has octant symmetry along the ¢ direction as the toroid magnetic fields. Each octant
is divided into two sectors with slightly different lateral extensions: a large and a small sector.

The MDT chambers are represented using three characters like “BML”, as indicated in
Fig. 3.30 and 3.31. The first character, always “B” or “E’, indicate barrel or endcap. The
second one can be “I”, “M”  “O”, and “E”, indicating the layer of inner, middle, outer, and
extended. The last character indicates the size, which can be “L” or “S”, indicating large
and small, respectively.

The basic element of MDT chambers is a pressurised drift tube(Fig. 3.32) with a diameter
of 29.970 mm, operating with Ar/COq gas(93:7) at 3 bar. When a charged particle passing
through a tube ionizes the gas, electrons resulting from the ionization are collected at the
central anode wire made of tungsten-rhenium with diameter of 50 ym. A high voltage of
3080 V is applied to the anode wires, resulting in a gas gain of 2 x 10%. Each wire is
connected to the HV supply system and the readout electronics at the opposite ends. The
concentricity of the wire with respect to the tube is kept by the end-plugs with an accuracy
of 0 < 10 pm.

The drift tubes are arranged to run along ¢ to measure the muon tracks in the bending
plane. They are gathered to form the layers, which are further gathered to form MDT
chambers with trapezoidal and rectangular shape in end-cap and barrel region, respectively.
All the MDT chambers consist of two groups of tube layers, called multi-layers. In the
innermost layers, each multi-layer consists of four tube layers while the middle and outer
layers consist of three. Each chamber is mounted on a support frame of solid aluminium
beams providing mechanical rigidity to the structure. The frames also carry most of the
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Figure 3.31: Side view of the muon system in a plane containing the beam axis.[18]
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interfaces to gas supplies, the electronics, monitoring, and alignment service. Fig. 3.33 shows
a mechanical structure of a MDT chamber.

The deformation of a chamber is monitored using an internal chamber alignment system
with four sets of optical rays(red lines in Fig. 3.33), two are parallel and two are diagonal to
the tube direction. It makes use of LED’s and CCD sensors attached to the outer spacers

and lenses attached to the middle plane to measure deformations of a few um.

Cathode tube

29.970 mm———

Figure 3.32: A sketch of
MDT tube and its re-
sponse to a muon passing
through it.[18]

Three or
four drift-
tube layers

Drift-tube -
multilayer _p.

Four alignment

middle spacer)

rays (lenses in the

Figure 3.33: A mechanical structure of a MDT cham-
ber. Readout electronics is located on the RO side and
high voltage supplies are on the HV side. The red lines
indicate the optical rays used in the internal alignment
system.[32]

There are multiple types of chambers depending on the location. Their names, location,

and main parameters are summarized in Table 3.8 and 3.9.

Table 3.8: Main parameters of MDT barrel chambers. [18§]

Name | Layer | Chambers | Tube Location | Tubes/ Length Width
layers | in R (mm) | layer | along z (mm) | along ¢ (mm)
BIS inner 96 2x4 4550 30 916 1820
BIS7 | inner 16 2x4 4550 30 916 1820
BISS8 inner 16 1x3 4620 16 496 1000
BIL inner 72 2x4 4949 36 1096 2820
BIM inner 20 2x4 5353 36 1096 1685
BIR inner 24 2x4 6056 36 916 1685
BMS | middle 72 2x3 8095 48 1497 3220
BMF | middle 12 2x3 8095 64 1937 3220
BML | middle 94 2x3 7139 56 1697 3700
BEE | middle 32 1x4 4415 48 1457 1060
BOS outer 72 2x3 10569 72 2177 3920
BOF | outer 16 2x3 10675 64 2177 3920
BOG | outer 18 2x3 10675 40 1216 3920
BOL | outer 96 2x3 9500 72 2177 5110
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Table 3.9: Main parameters of MDT end-cap chambers.[18]

Name | Layer | Chambers | Tube | Location | Tubes/ Radial Width
layers | in |z|(mm) | layer | length(mm) | along ¢(mm)

EIS inner 32 2x4 7261 36 1096 1745
EIL inner 48 2x4 7675 54 1637 3295
EES extra 32 2x3 10276 40 1216 2951
EEL extra 30 2x3 11322 40 1216 4703
EMS | middle 80 2x3 13878 64 1937 3860
EML | middle 80 2x3 14294 64 1937 6008
EOS outer 96 2x3 21424 48 1457 4202
EOL outer 96 2x3 21840 48 1457 6503

The raw signals from MDT tubes are first amplified, shaped, and discriminated by dedi-
cated chips, and then routed to TDC, which measures the arrival time of leading and trailing
edges to reconstruct the position of the charged particle. The RMS of timing is 0.23 ns,
corresponding to an average uncertainty of position measurement of approximately 5 pm.
Then a track segment is reconstructed in each chamber. The resolution on the central point
of a track segment in a 3(4)-tube multi-layer is 50(40) pm, and the resulting resolution in
a chamber is 35(30) um. As a result, when a track crosses three MDT chambers, a sagitta
is measured with a resolution of AS=45 pm, corresponding to a momentum resolution of
dp/p = AS x p/500 pm, where p is given in the unit of TeV.

3.5.2 Cathode Strip Chamber

In the region of |n| > 2, in the first end-cap layer, the counting rate exceeds the limit of MDT,
which is about 150 Hz/cm?, whereas the limit of Cathode Strip Chamber(CSC), about 1000
Hz/cm?, is sufficient up to the forward boundary of the muon system at |n| = 2.7. Thus,
CSC is used as a precision-tracking chamber in this region.

The basic element of CSC is a multiwire proportional chamber. Ar/CO2 gas(80:20) is
packed under the operating voltage of 1900 V to achieve the gas gain of ~ 6 x 10%. The
anode wires are oriented in the radial direction while cathodes are segmented with strips
with two directions, one perpendicular to and the other parallel to the wires. Signals are
read out from the strip, and the position of a track is measured by interpolation between
the charges induced on neighbouring strips. Strips are arranged with a readout pitch of 5.31
mm and 5.56 mm for the large and small chambers, respectively, in the bending direction,
resulting in a resolution better than 100 ym per CSC plane. In the non-bending direction,
strip segmentation is coarser and the resolution is 5 mm. The structure of the chambers is
shown in Fig. 3.34.

The whole CSC system, shown in Fig. 3.35, consists of two disks with eight chambers
for each (eight small and eight large chambers), and each single chamber consists of four
planes of multiwire proportional chambers. The disks are located at |z| = 7 m, mounted
together with the MDT and TGC, and occupy the radial space between 881 mm and 2081
mm, corresponding to 2 < |n| < 2.7.

3.5.3 TGC

The basic element of TGC is a multiwire proportional chamber. As shown in Fig. 3.36, TGC
chambers have the cell geometry with the wire-to-cathode distance of 1.4 mm and wire-to-wire
distance of 1.8 mm. With a highly quenching gas mixture of CO2 and n-CsH;2 (n-pentane)
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with the ratio 55:45, TGC is operated under the potential of approximately 2800 V, resulting
in a gas gain of ~ 3 x 10°.

Pick-up strip
Graphite layer, \ I /\r

\

\
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—
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Figure 3.36: TGC structure including anode wires, cathodes layers(graphite) G-10 layers as
insulator, and a pick-up strip orthogonal to the wires.[18]

TGC provides two functions in the end-cap region(|n| > 1.05). One is muon trigger
and the other is muon track measurement in the azimuthal coordinate to complement the
measurement in MDT. There are nine layers of TGC chambers in each side: seven middle
layers around |z| ~ 15 m to complement the middle MDT, and two inner layers around |z| ~
7 m to complement the inner MDT. The middle seven layers are arranged in one triplet
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Figure 3.37: Cross section of TGC triplet and doublet modules.[18]

and two doublets, and the inner two layers are arranged in one doublet. The triplet and
doublet structures consist of wire planes (anode), cathode planes, strip planes, shields and
honeycomb support structure as shown in Fig. 3.37. The wire and strip plates are connected to
the electronics to readout the signal. The radial, bending coordinate is measured by the wires
and the azimuthal coordinate is measured by the strips. The chambers in the middle layers
are mounted in two concentric rings, an outer (end-cap) covering the range 1.05 < |n| < 1.92,
and an inner (forward) covering the range 1.92 < |n| < 2.4, to form circular disks.

3.5.4 RPC

RPC provides muon trigger and azimuthal measurement in the barrel region. RPC is a
gaseous parallel electrode-plate detector operated with the electric field of 4.9 kV/mm ap-
plied between two resistive plates parallel to each other at a distance of 2 mm. The plates
are made of phenolic-melaminic plastic laminate, and the gas is a mixture of CoHoFy/Iso-
C4H10/SF¢ (94.7/5/0.3). When a charged particle passes through the gas, the drift motion
of the avalanche electrons induces a signal, read out via capacitive coupling to metallic strips
mounted on the outer faces of the plates.
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Figure 3.38: Cross section of two units of RPC joined to form a chamber. Dimensions are
given in mm.[18]

Two rectangular layers of the gas volume are connected contiguously to each other to
form a unit as shown in Fig. 3.38. In a unit, the readout strips of the two gas volumes are
orthogonal so the position can be measured in both 7 and ¢ direction. The RPC units are
further connected to form the whole RPC system with three concentric cylindrical layers
around the beam axis, referred to as the three stations. The three stations are called RPC1,
RPC2, and RPC3 from the inner to outer layer. The hit position is measured in both n and
¢ direction in each station. The barrel cylindrical structure is divided in ¢ direction into 16
as MDT. The arrangement of the RPC stations is shown in Fig. 3.39, and the parameters of
the stations are listed in Table 3.10.

Table 3.10: Segmentation of the RPC system, the unit for R and |z| is mm.[18]

Small sector Large sector
Station | Units | Chambers | R | Maximum |z| | Units | Chambers | R | Maximum |z|
RPC1 148 84 7820 9362 149 94 6800 9147
RPC2 148 84 8365 9362 149 94 7478 9660
RPC2 176 92 10229 12847 192 96 9832 12267

3.6 Trigger and data acquisition system

While the LHC bunch crossing occurs with the rate of approximately 40 MHz, the readout
rate is reduced to ~1 kHz by the trigger system because of the limitations of the commu-
nication speed and computing resources[33]. The trigger system in Run2 consists of two
levels of event selection. The first selection is a hardware-based trigger (Level-1 trigger, L1),
and the second is a software-based trigger (High Level Trigger, HLT). The Level-1 trigger
searches for signatures from high-py muons, electrons/photons, jets, and 7-leptons and de-

50



Sector 6 (small)
L . [
Sector 4 (small) Sector 5 (large) : E
- - -
= RPC3 ! = 29
\ = = 5050 S = 5
" I SR J’“i Famr v all | o
/4/. | ZHE cq§ i {BOL}-—-—- ??L‘ Y '\;:?\‘\
=" RPC3 5 A I % =
\ 49P0 [/
5 [ / e
. | 5 ;g(;o
RPC2 = o 0
= I R = B L RPC2
o
s ] ¥ a
= =
= \ N/
B%5] \ <
‘ /
S :
’ /
\ ;
\\
\ i o
\ N /
. \ ' Zop 4% n
\ / o
\ / @\
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Figure 3.40: A schematic view of the ATLAS trigger and DAQ system. FTK is the system
to provide track information to HLT at L1 rate, but it was not in use in 2015 and 2016 data
taking.[33]

termines Region-of-Interest (Rol) in the detector using coarse granularity calorimeter and
muon detector information.

The Level-1 trigger thresholds are configured to make the trigger rate approximately 100
kHz. When an event is accepted by the Level-1 trigger, the decision is sent to all the detector
readout electronics within the latency of 2.5 us to readout full data, and then Rols are sent to
HLT in which more sophisticated algorithms run using full granularity detector information.
The HLT trigger rate is about 1 kHz and a processing time is about 200 ms. A schematic
view of the trigger system is shown in 3.40.

3.6.1 Level-1 trigger

The Level-1 trigger performs the event selection based on information from the calorime-
ters and muon detectors (RPC for barrel and TGC for end-cap). The aim of the trigger
using calorimeters (L1Calo) is to identify high-E7 objects detected by calorimeters such as
electrons, photons, jets, and 7-leptons decaying into hadrons.

Events with large E{ﬁ”ss and total transverse energy are also tagged by the L1Calo. The
trigger using muon detectors (muon trigger) aims to identify muons. It searches for patterns of
hits consistent with muons originating from the interaction point. The overall accept decision
of L1 is made by the Central Trigger Processor (CTP), which combines the information from
different types of detectors.

Li1cCalo

Then, the data are transmitted to the other two systems: Cluster Processor (CP) and
Jet/Energy-sum Processor (JEP). CP identifies electron/photon and 7-lepton candidates
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Figure 3.41: A schematic view of the trigger cluster used in the electron/photon trigger.[18]

above the corresponding programmable thresholds, and JEP identifies jet candidates and
produces scalar sum of Ep and E?ﬂ’iss . The electron/photon and 7 triggers cover the region
of |n| < 2.5, where the inner detector measures the tracks precisely, and the jet trigger covers
In| < 3.2. In the B and scalar sum triggers, Er in the region up to |n| = 4.9 is taken into
account. The granularity unit of L1Calo is called “trigger tower”, corresponding to 0.1 x 0.1
in An x A¢ in most parts and larger at high |n].

The algorithms of electrons/photons and 7 triggers run in CP as described below. The
electron/photon trigger identifies clusters with size of An x A¢ = 0.2 x 0.2. As displayed
in Fig. 3.41, clusters are composed of 2 x 2 trigger towers in which at least one of the four
possible two-tower sums of nearest neighbouring electromagnetic towers exceeds a pre-defined
threshold. The clusters are also required to be isolated: 12 towers surrounding ring in the
electromagnetic calorimeter, as well as 2 x 2 hadronic towers core sum behind the cluster
are required not to exceed the programmable thresholds. The 7 trigger, searching for narrow
hadronic jets, use the similar algorithm as electron/photon trigger. Each of the four possible
two-tower sums of nearest-neighbour electromagnetic towers is added to the 2 x 2 hadronic-
tower core sum just behind, and then compared to the pre-defined threshold. The isolation
veto requires that the surrounding 12-towers ring around the Rol in either the electromagnetic
or hadronic towers do not exceed the thresholds. L1Calo consists of three sub-systems. The
first system is the pre-processor, which digitises the analogue input signals, associates them
with specific bunch-crossing, and calculates the transverse-energy values.

The jet, sum of Er, and E** algorithms run in JEP. The jet algorithm calculates Er
sums in the windows consisting of 2 x 2, 3 x 3, and 4 x 4 trigger towers and then compare
them with the pre-defined thresholds. The energy-summation algorithm produces sums of
Er and E;:“'SS, and then compare them with the thresholds.
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Muon trigger

In both the barrel and end-cap regions, the L1 muon trigger is based on three trigger stations.
The trigger algorithm is to require a coincidence of hits between trigger stations within a road,
which is consistent with a track of a muon from the interaction point. Since the width of the
road is correlated to the pr of the incoming muon, thresholds are applied on the width.

The muon trigger in the barrel region (|n| < 1.05) makes use of the RPC detectors.
As shown in Fig. 3.42, the three stations consisting of one RPC doublet each are arranged
in three concentric barrel layers (RPC1, RPC2, RPC3 from inner to outer). The trigger
algorithm runs as following: when a hit is detected in the doublet of RPC2 (the pivot plane),
a corresponding hit in RPC1 is searched for within a road whose center is defined by the
line of conjunction of the hit in the pivot plane with the interaction point. When a hit
is found and the 3-out-of-4 coincidence in the four layers is satisfied, the low-pr trigger is
accepted. Then, the algorithm searches for corresponding hit in RPC3. It requires 1-out-of-2
possible hits of the RPC3 doublet (high-pr trigger). Three thresholds are prepared for low-
and high-pr triggers each. In both cases, the trigger information in 7 and ¢ is combined to
form Rols.

In the end-cap region (1.05 < |n| < 2.4), TGC is used for the L1 muon trigger. As
shown in Fig. 3.43, the three stations are arranged in three end-cap wheel layers in each
side (M1, M2, M3 from inner to outer). M1 is triplet and M2 and M3 are doublet. The
trigger algorithm runs as following. The pivot plane of TGC is M3. When a hit is detected
in M3, the low-pr trigger searches for corresponding hits in M2 and requires a 3-out-of-4
coincidence. If the low-pr requirement is satisfied, the high-pr coincidence runs to search
for corresponding hits in M1 triplet requiring 2-out-of-3 coincidence. The trigger algorithm
further requires 1-out-of-2 coincidence on corresponding region of the Inner layer in order
to suppress background. This requirement is applied only on high-pr thresholds(> 15 GeV)
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and the region covered by the Inner layer (1.3 < |n| < 1.9, and partially 1.05 < |n| < 1.3).
As RPC, the trigger information is combined to form Rols.

3.6.2 High Level Trigger

High Level Trigger(HLT) is implemented as software applications for much more sophisticated
algorithms than the L1 trigger. The HLT system makes use of the Rol information as well
as the readout data. The dedicated hardware modules are used to handle and transport
the Rol and readout information, then the HLT application runs in ~1500 machines at
~115 kHz to make a trigger decision, resulting in the HLT trigger rate of approximately 1
kHz. Thousands of trigger configuration, summarized as “ITrigger menu”, are prepared to
optimise the sensitivity of the physics analyses. Pre-scale factors are defined in each of the
configuration so that the overall trigger rate does not exceed the limit.
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Chapter 4

Data and Monte Carlo samples

Details of LHC pp collision data and Monte Carlo(MC) simulation samples used in the analysis
are explained in this chapter.

4.1 LHC pp collision data

This analysis is based on the LHC pp collision data at /s = 13 TeV collected by ATLAS
during 2015 and 2016. The LHC configuration was adjusted during this period to achieve
larger luminosity, hence larger instantaneous luminosity was realized at the latter period as
shown in Fig. 4.1, while the pileup, which was 13.7 in average in 2015, increased to 24.9 in
average in 2016 as displayed in Fig. 4.2. In terms of the total luminosity, LHC delivered pp
collision of 4.2 and 38.5 fb~!, in which 3.9 and 35.6 fb~! were recorded by ATLAS in 2015
and 2016, respectively. Fig. 4.3 shows the integrated luminosity as a function of date in 2015
and 2016.

Prior to the analysis, recorded data is required to be flagged as “good” by the ATLAS
common selection criteria called “Good Runs List (GRL)” selection, which selects periods of
data that satisfy all the requirements as following:

e LHC is running in the stable-beam mode
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Figure 4.1: The LHC peak luminosity per fill as a function of date in 2015(a) and 2016(b).
Larger peak luminosity is achieved in the latter period.
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Figure 4.2: Distribution of the pile-up p in 2015(a) and 2016(b). Larger pile-up is recorded
in 2016 than 2015 due to the LHC configuration.
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Figure 4.3: The integrated delivered and recorded luminosity as functions of date in 2015(a)
and 2016(b).
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e The toroid and solenoid magnets are on with the nominal field.
e All the sub-detectors and DAQ components are working.
e Not too many noisy channels exist.

After the GRL selection, the remaining data of 3.2 and 33.0 fb~! have been used in the
analysis.

4.2 Monte Carlo samples

The contribution of VLQ signal and SM background events are estimated using the Monte
Carlo(MC) simulation technique. Details of the general MC production procedure and the
settings of each sample are described in the following. This chapter is focused on the simu-
lation settings and the impact of each BG sample on the analysis is discussed in Chapter 7.

4.2.1 General MC production procedure in ATLAS

In the ATLAS MC simulation, physics events are first generated in parton-level by event gen-
erators. After the parton-level event generation, the parton shower, the radiation emissions
by partons in accordance with the QCD perturbation, and jet fragmentation are computed.
There are two types of generators in terms of the treatment of parton shower and jet frag-
mentation. One is the full generators, which calculate the parton shower and fragmentation,
and the other is the parton level generators, which generate only parton-level events and
require a full generator to perform the parton shower and fragmentation.

After fragmentation, interactions between the generated particles and ATLAS detector
are computed based on GEANTA4[34] simulation, which includes shower generation in elec-
tromagnetic and hadron calorimeters as well as hits of inner and muon detectors. The signals
of the ATLAS detector are treated in the same way as the real data to reconstruct objects
with the procedures introduced in Chapter 5. In the final step, the reconstructed objects and
recorded events are corrected to fix the discrepancy between data and MC.

4.2.2 VLAQ signal samples
Pair production

Vector-like T' pair production (TT) samples are generated with PROTOs[40] interfaced with
PyTHIA8[37] for the showering using the NNPDF2.3 LO PDF set[38] and the A14 tune[39].
The VLQ mass of each sample ranges from 0.5 TeV up to 1.4 TeV, each containing 250000
generated events.

Single production

Vector-like T' single production samples were generated based on the VLQ UFO model[35]
using MADGRAPH5[36] interfaced with PYTHIA8 for the showering using the NNPDF2.3
LO PDF set and the Al4 tune. Samples ranging from 0.7 TeV up to 2.0 TeV VLQ mass
are produced with a nominal coupling of 0.5, and several mass points are produced with a
coupling of 0.1 and 1.0 to study the kinematic property dependency on the coupling. Each
mass and coupling dataset contains 250000 events.

Single production with different couplings

Due to the limitation of CPU resources and storage, the official samples described above are
produced with only the nominal coupling of k7 = 0.5 in most of the mass points. Since
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the decay width of T" depends on the coupling, it is important to investigate the impact of
the coupling on the kinematic property. Thus, the reweighting procedure is applied to the
nominal k7 = 0.5 samples to generate samples with k7 ranging from 0.1 to 1.6 in step of 0.1
in each of the mass point. In the reweighting procedure, O(107) events with a given coupling
is generated by MADGRAPH and the 7" mass distribution is compared to the distribution of
the official kK = 0.5 samples to compute the reweighting factor depending on the T mass.
Examples of reweighting are shown in Fig. 4.4.
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Figure 4.4: Examples of the T mass reweighting procedure. Reweighting from k7 = 0.5 to
kr = 0.1(a) and from k7 = 0.5 to kp = 1.0(b). The larger coupling leads to larger decay
width because the lifetime gets shorter.

4.2.3 SM background samples

The background processes, which are further discussed in Chapter 7, are also simulated as
following.

Z+jets

Samples of Z boson production plus associated jets are generated using SHERPA2.2.1[41] with
the NNPDF30NNLO PDF tune for the parton shower and NNPDF PDF set for the matrix
element. The samples are produced in slices of max(Hr, pr(Z)) and filtering the heavy
flavour composition, where Hr is the scalar sum of jets ppr. To assign a generator uncertainty,
additional samples are produced using MADGRAPH and PYTHIAS with the A14 NNPDF2.3
LO tune for showering and NNPDF30_nlo_as_0118 PDF set for the matrix element. In order
to ensure enough statistics in the high pr region, the SHERPA and MADGRAPH samples are
generated in slices of max(Hr, pr(Z)) and Hrp, respectively, where Hp is the scalar sum of
pr of jets.

Diboson (VV)

The diboson (WW, W Z, and ZZ) samples are produced using SHERPA2.2.1 using the NNPDF3.0
NNLO PDF set.
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Triboson (VVYV)

The triboson (WWW, WW Z, W ZZ, and ZZZ) samples are produced using SHERPA2.1 using
the CT10 PDF set.

tt

The tf samples of ~ 6 x 107 events are generated with POWHEG[42] and PYTHIAS with the
A14 tune for the showering and CT10 PDF set for the matrix element. In the samples, a
filter is applied to require that at least one of the top quarks decay leptonically.

tt + X

The samples for the production of a tf pair in association with vector bosons are generated
by MADGRAPH5 (for tt + WW process) and MADGRAPH5_.aMC@NLOI43] (for ¢t + W/Z
process) interfaced with PYTHIA8 for hadronization and using the NNPDF2.3 LO PDF set
and the A14 tune.

Single top

The top quark single production samples are produced using POWHEG+PYTHIAS with Peru-
gia2012 tune for the showering and the CT10 PDF set.
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Chapter 5

Object reconstruction and tagging

The detector signals are combined to reconstruct physics objects (charged tracks, vertices,
charged leptons, and jets). The details of the objects reconstruction algorithm are described
throughout this chapter.

5.1 Charged track and vertex reconstruction

Charged particles passing through the Inner Detector(ID) leave signals with a curvature
corresponding to its momentum and the local magnetic field, hence their trajectories can be
reconstructed with the following procedure[44].

The reconstruction procedure begins by clustering: gathering consecutive pixel and strip
channels where the charge is above threshold. A three-dimensional space-point, defined as
the point where a charged particle traverses the active material of ID, is measured in each
cluster.

After the clustering, track candidates are reconstructed using seeds formed from sets of
three space-points. Candidates are first required to associate at least one additional space-
point compatible with the trajectory to improve the purity, then tracks are rebuilt using
the additional space-points from the remaining layers of pixel and SCT. Then, a stringent
ambiguity-solver applies further requirements on the track candidates. It first calculates the
“track score” of each candidate, corresponding to track quality. The calculation makes use
of number of clusters assigned to the candidate, number of holes: intersections of the recon-
structed track trajectory with a sensitive detector element that does not contain a matching
signal, the x? of the track fitting, and logarithm of the track momentum. Candidates with
bad score are rejected at this level. After the track score requirement, the candidates are
reconstructed and recorded if they satisfy all the final requirements below.

pr > 400 MeV,

In| < 2.5,

Minimum of 7 pixel and SCT clusters (12 are expected),

Maximum of either one pixel cluster or two SCT clusters on the same layer are shared
among more than one track,

Not more than two holes in the combined pixel and SCT detectors,

Not more than one hole in the pixel detector,

IBL hits + B-layer hits > 1,

|dBE| < 2.0 mm,

|28 sin 6] < 3.0 mm,
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Figure 5.1: The efficiency of track recon-
struction measured based on simulation.
“Tight primary” indicates a tighter se-
lection algorithm that is not in use in
this analysis. [45]

Figure 5.2: The resolution of dy as a
function of track pr measured using MC
and 2016 data. [45]

where dgL is the transverse impact parameter with respect to the beam line and z(?L is the
longitudinal distance between the point at which d(lfL is measured and the primary vertex.

The efficiency of track reconstruction is up to 90 % as shown in Fig. 5.1. The resolution
of the transverse impact parameter dy, largely depending on the track pr, is below 200 um
for low pp tracks and below 20 pm for high pp (> 10 GeV) tracks as shown in Fig. 5.2.

The vertices, the positions at which pp interactions occur, are identified using the recon-
structed tracks. The vertex finding algorithm|[46] begins with the vertex seeds obtained from
the z—position at the beamline of a reconstructed track, then an iterative x? fit is made using
the seed and nearby tracks. In the iterative fit, weight w is calculated for each track: larger w
is assigned to tracks with smaller y2. The iteration stops when the vertex candidate position
does not change by more than 1 pm. Tracks displaced by more than 7o from the vertex are
used to seed a new vertex reconstruction, resulting in up to ~45 vertices reconstruction per
bunch crossing in the 2016 LHC settings, where o is the RMS size of the vertex.

The vertices reconstruction efficiency and position resolution depend largely on the num-
ber of associated tracks: larger number of associated tracks lead to better efficiency and
resolution. The efficiency varies from ~85 % (2 tracks) to >99 % (> 5 tracks) as shown
in Fig. 5.3, and the position resolution along z— and y— axes varies from ~0.15 mm (< 5
tracks) to ~0.02 mm (~30 tracks), and the position resolution along z— axis varies from ~0.3
mm (< 5 tracks) to ~0.04 mm (~ 30 tracks) as shown in Fig. 5.4.

5.2 Muon reconstruction

Muons are reconstructed[48] using combination of tracks independently reconstructed in the
muon spectrometer (MS tracks) and ID (ID tracks).

MS track reconstruction begins with a search for hit patterns inside each MDT chamber
to form MDT segments, which are reconstructed by a straight-line fit to the hits found in
each layer. The RPC and TGC hits are also used to measure the coordinate orthogonal
to the bending plane. Then, muon track candidates are built by combination of segments
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in different layers. The track building algorithm first uses segments generated in the middle
layers as seeds, and searches for segments in the outer and inner layers. Segments are required
to pass the criteria based on hit multiplicity, fit quality, relative positions and angles. A track
candidate is accepted if at least two segments are matched and the y? of the fit satisfies the
criteria.

ID tracks are reconstructed with the procedure described in Section.5.1. Additional re-
quirements listed below are applied on the ID tracks in order to guarantee a robust momentum
measurement.

At least one Pixel hit,

at least five SCT hits,

less than three Pixel or SCT holes,

at least 10 % of the TRT hits originally assigned to the track. This requirement is
applied to the region 0.1 < |n| < 1.9 only.

In the overall muon reconstruction, a combined track is formed with a global refit using
the hits from both MS and ID. In the fit procedure, MS hits are added to or removed from
MS tracks to improve the fit quality. When an ID track matches to an extrapolation of an
MS track or an MS track matches to an extrapolation of an ID track, pr is calculated using
a weighted average of ID and MS tracks:

i =fpS+ (- f)pi”, (5.1)

where f is a weight parameter determined from simulation, and pr , pZM S p{FD are pr of a

combined track, MS track, and ID track, respectively.
Further requirements listed below are applied to improve the purity and resolution of
muons.

e > 3 hits in at least two MDT layers, except for tracks in || < 0.1, where at least one
MDT layer is required but no more than one MDT hole layer are allowed,

e ¢/p significance, defined as the absolute value of the difference between the ratio of the
charge and momentum of the muons measured in the ID and MS divided by the sum
in quadrature of the corresponding uncertainties, is smaller than 7,

e isolation: p%arcone:go/pT < 0.06 where p%arcone:}o is defined as the scalar sum of the
transverse momenta of the tracks with pr > 1 GeV in a cone size AR, which is 0.3 for
muons with pr < 30 GeV and % for muons with larger pr,

e pr > 28 GeV and |n| < 2.5,
e originating from the primary vertex: dy significance is smaller than 3 and |z sin | <0.5
mm.

The first two requirements are the ATLAS Medium muon identification criteria, and the third
is the FizedCutTightTrackOnly isolation criteria.

The reconstruction efficiency is measured as Fig. 5.5 using Z — up and J/¢ — pp tag-
and-probe method. This method makes use of events containing a pair of opposite charge
muons with the invariant mass consistent with Z or J/¢. One of the muon(probe muon)
is used for efficiency calculation and the other(tag muon) is not included in the calculation.
The efficiency is stable at > 99 % in pr > 6 GeV. In terms of 1 dependency, the efficiency
is almost flat above 99 % in most of the region, except for || < 0.1, where a gap in MS
exists. The efficiency slightly drops at 1.0 < |n| < 1.4, corresponding to the transition region
between barrel and end-cap.

The momentum resolution was measured by fitting the invariant mass of dimuon matching
to Z — pp or J/ip — pp. As shown in Fig. 5.6, the invariant mass resolution o, was
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Figure 5.5: Muon reconstruction efficiency with Medium selection computed based on tag-
and-probe method as a function of pr(a) and 7(b)[48].

estimated to be approximately 1.6 % in small |n| and 1.9 % in the region of |n| > 1.5 .
Assuming that two muons are reconstructed with same resolution, the correlation between
o, and the mean of the mass distribution m,, can be written as:

Mup V2 P

Oup — Lgpu (5'2)

where p,, and o), are the momentum and its resolution, respectively. As a result, the relative
momentum resolution ;ﬂ is 2.3 % and 2.9 % in small and large |n|, respectively. The
resolution is slightly better in the low pr region measured by the J/¢¥ — pp as shown in
Fig. 5.7.

In terms of the MC muons, the momentum is corrected to fix the discrepancy between
data and MC. In the correction procedure, ppr of both MS and ID tracks are corrected as:

MC Det MC,Det
U Yo sEeln, 0) ()
m—1 ’

L X0 ARt (m,0) (Y P) ™ g

Cor, Det

j (5.3)

where Det is ID or MS, pDet is the transverse momentum measured by ID or MS, g, is
normally distributed random variable, and the terms Ar>®t(n, ¢) and sP°t(n, ¢) are the mo-
mentum resolution smearing and the scale correction parameters, respectively, which are
measured based on the Z — pp and J/¢ — pp tag-and-probe method.
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5.3 Electron reconstruction

Electron reconstruction[49, 50] makes use of the ID and the electromagnetic (EM) calorimeter.
At the beginning of the reconstruction algorithm, the energy deposit in the EM calorimeter is
reconstructed as an EM cluster, which is used as a seed of the algorithm. Then, a search for
charged tracks loosely matched to the EM clusters is performed. The EM cluster is rejected
if no associated tracks exist. Otherwise it is reformed with larger calorimeter regions and
treated as an electron if the cluster and the matched tracks fulfill kinematic requirements,
and then the energy of the original electron is computed by calibration for the EM cluster.
Details of each step are described in the following.

EM cluster reconstruction

The unit of the EM calorimeter is a cell with a dimension of An x A¢ = 0.025 x 0.025 . A
sliding window algorithm searches for local maximum deposited energy in a window with a size
of 3 x 5 cells. If the total transverse energy in the window exceeds 2.5 GeV, a longitudinal
tower is reconstructed as an EM cluster seed. The efficiency of the cluster reconstruction
is measured based on MC, ranging from 95% at Ep = 7 GeV to more than 99% above
ET =15 GeV.

Track-cluster matching

The track-cluster matching is performed using the barycenter of the EM cluster and the track
extrapolated to the middle layer of the EM calorimeter. A track is regarded as matched if it
passes either of two requirements below:

(i). With at least four silicon hits, the track direction is consistent with the EM cluster
within 0.05 in n and 0.2 in ¢ on the side the track is bending towards or 0.05 in ¢ on
the opposite side. If the track has less than four silicon hits (TRT-only track), only ¢
requirement above is applied.
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(ii). The track after rescaling the momentum to the measured cluster energy is consistent
with the EM cluster within 0.1 in ¢ on the side the track is bending towards or 0.05
in ¢ on the opposite side. If the track is not TRT-only, its n is further required to be
consistent within 0.05.

The matched tracks are again fitted with Gaussian Sum Filter (GSF)[51] algorithm using the
track and cluster parameters to take into account the bremsstrahlung effects.

Kinematic requirements

The cluster matched to a track is regarded as an electron cluster and re-formed using 3 X
5(5x5) towers of cells in the barrel(endcap) EM calorimeter. The energy of the original
electron is estimated by calibration of the EM cluster using a multivariate technique[52]. To
improve the purity, the analysis in this thesis makes use of kinematic properties of electrons
fulfilling all the requirements below.

Er > 28 GeV,

|n| < 2.47 excluding the barrel-endcap transition regions (1.37 < |n| < 1.52),

dyp significance is smaller than 5 and |zpsinf| < 0.5 mm,

fulfilling the FizedCutTightTrackOnly isolation criteria, the same as the definition de-
scribed in Section5.2.

o fulfilling the tight likelihood identification criteria, with 80 % efficiency for electrons
with Ep ~ 40 GeV.

The energy resolution varies depending on || due to the detector structure and is largely
degraded at large ||, especially in 1.2 < || < 1.8 due to the interaction with the upstream
materials. The electron energy resolution was measured based on both MC and data using
Z — ete” events and a parameter ¢; is estimated to set corrections as

OE OE
_ (%8 5.4
(E')data <E>MC’@C (5:4)

where 7 is the bin number of 1. The simulated resolution varies from ~1% to ~15% from the
high Er electrons detected in the central region to the low Ep electrons in || ~1.6 region
as shown in Fig. 5.8 and ¢;, corresponding to the difference in resolution between data and
MC, is found to be at most 0.03, as shown in Fig. 5.9.

In MC simulation, the energy scale correction «; is assigned to each reconstructed electrons
to correct the difference of energy scale between data and MC written as:

Edate — pMC(1 4 o), (5.5)

where i is the bin number of 7. The correction parameter «; is estimated using Z — eTe™
again. If e and e~ are reconstructed in regions 7 and j, the relation between invariant mass
of data and MC can be written as

date — O (14 222, (56)

thus o; can be estimated by comparing the m;; distribution of data and MC. As a result of
this estimation, the absolute value of o; is at most ~0.03 as displayed in Fig. 5.10.
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5.4 Jet reconstruction
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When a parton is emitted by an inelastic pp collision, it is not directly detected because
it generates hadrons before it reaches detectors. Hence, it is detected as collimated shower
of hadrons, often referred to as “jet”. Jets are reconstructed based on energy deposits in
calorimeters with the following procedure.
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5.4.1 General jets reconstruction

In the first step of jets reconstruction, calorimeter cells are grouped into topological clusters
(topoclusters) as inputs of jets reconstruction. The topocluster algorithm first searches for
seed cells, which are calorimeter cells whose energy deposit exceed 40 where ¢ is width of
pedestal. And then the neighbor cells exceeding 20 are added to the cluster, and further all
the neighbor cells of > 20 cells are added if positive energy is deposited.

If more than one cells with the energy deposit exceeds 500 MeV within a topocluster
and none of the neighbor cells have larger signal, the original topocluster is split between
the corresponding cells. If a cell has more than one neighbor cells exceeding 500 MeV, its
energy deposit is shared among the two highest-energy topoclusters (cluster 1 and 2) with
the weights of wy; and wo defined as:

Ey
Wy = 1— w1
r = exp(d; — da),

where d; is the distance between the cell and the barycenter of topocluster ¢ and F; is the
energy of the topocluster 1.

Topoclusters are merged to reconstruct jets by the anti-k; algorithm[54]. It first calculates
d;; and d;p defined as:

2

oo 0B
dij = IIllIl(kZTi,ij) R2 (510)

dip = kil (5.11)

where kr; is the transverse momentum of the cluster 7, A?j = (yi — y;)* + (¢i — ¢;)* where
y; is the rapidity of the cluster ¢, and R is predefined radius parameter.

Next, the algorithm identifies the smallest value among d;; and d;p. If d;; is the smallest,
the clusters ¢ and j are merged and again d;; and d;p are computed based on redefined
clusters. If d;p is smallest, the cluster 7 is identified as a jet and removed from the list of
clusters used as inputs to compute d;; and d;g. This procedure is repeated until no cluster
is left in the list.

In ATLAS, two types of jets are defined in the analysis. One is “small-R jets”, computed
based on the anti-k; algorithm with the radius parameter R = 0.4, and the other is “large-R
jets”, computed with R = 1.0 . The latter is usually used to identify highly boosted massive
objects decaying into quarks.

5.4.2 Small-R jet reconstruction

After anti-k; reconstruction with the radius parameter R = 0.4, several steps of jet-energy-
scale(JES) calibration is applied to small-R jets to improve the precision of energy measure-
ment.

The first step of calibration is the origin correction, which changes the four-momentum
of jets to point to the hard scatter vertex instead of the center of the detector. While the jet
energy is not affected in this correction, it improves n resolution from 0.06 to 0.045 at a jet
pr of 20 GeV and from 0.03 to below 0.006 at a jet pr above 200 GeV([73].

The origin correction is followed by pile-up corrections to subtract the contribution of
pile-up. This correction is performed using several correction parameters: the medium pp
density p, the number of primary vertex Npy, and the average pile-up < p > are assigned
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to each single event and the area of a jet A, Npy-dependent correction «, and < p >-
dependent correction 3 are assigned to each single jet. The medium pr density parameter p
is computed as the density of pr of jets reconstructed with k; algorithm[54] with R = 0.4,
which is sensitive to soft radiation. The area A is computed using ghost association. In this
procedure, simulated particles of infinitesimal momentum, referred to as “ghosts”, are added
uniformly in solid angle to the event before jet reconstruction. Then, A is measured from the
number of associated ghosts in a jet. The residual parameters « and § are estimated based
on the difference of pr between the reconstructed jet and MC truth jet as functions of pr and
7 of reconstructed jets. After estimating all the parameters above, pr of a jet is corrected as:

corr TECO

pP =pFC? —px A—ax (Npy —1)— 8 X u, (5.12)

where p77° and p®™" are pr of jet before and after the pile-up correction, respectively. 1 and

¢ are not corrected by this correction.

Since calorimeters are calibrated based on electromagnetic(EM) interactions with elec-
trons, the energy measured by the procedures above corresponds to EM scale, which is
different from interactions with hadrons. Thus, further correction is required to measure
the energy of incoming hadrons. In this correction, the energy of reconstructed jets(FEpreco) is
compared to the energy of truth jets using the MC-truth information of hadrons(FEyp). The
average energy response, defined as the mean of a Gaussian fit to Ereco/ Eiruth, is computed
as a function of binned Fypyin, and nger, where 4. is the pseudorapidity with respect to the
center of the detector. The inverse of average energy response is taken as the jet calibration
factor.

The last step of calibration is in — situ calibration, which takes into account the difference
of jet response between data and MC. It is quantified by balancing pr of a jet and other well-
measured objects. In the central region(|n| < 0.8), in — situ calibration is performed based
on leptonically decaying Z boson, photon, and multiple low pr jets as the well-measured
objects. In the outer region(0.8 < |n| < 4.5), jets are calibrated using well-measured central
jets (nm-intercalibration). In — situ calibration is performed in each pp bin as displayed in
Fig. 5.11.
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Figure 5.11: Ratio of jet response of MC and data as a function of jet pr[73]

The analysis utilizes jets with pr > 25 GeV and |n| < 4.5. Jets with |n| < 2.4 and pr < 60
GeV are required to fulfill a cut in the jet vertex tagger (JVT)[56], the value corresponding
to the probability of the jet originating from the primary vertex, of at least 0.59. Jets with
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In| < 2.5 are referred to as central jets and with 2.5 < |n| < 4.5 as forward jets.

b-tagging

Small-R jets originating from b-quarks, referred to as “b-jets”, are identified by the b-tagging
algorithm. In b-tagging, a discriminant variable is computed based on MV2c10[60, 61], a
multivariate algorithm. MV2c10 makes use of 24 input variables. Two are pr and n of the
jet, and the others are outputs of IP2D, IP3D[62], SV[62], and Jet Fitter[63], which are basic
tagging algorithms.

The taggers IP2D and IP3D are based on the impact parameter significance. While IP2D
makes use of only the transverse impact parameter significance dy/o4,, IP3D makes use of the
transverse impact parameter significance zo sin 6/0, sing as well, where dy and 2z sin 6 are the
distance in the closest approach in r — ¢ plane and in the longitudinal plane, respectively. A
positive (negative) sign is assigned if the vertex is in front (behind) the primary vertex with
respect to the direction of jet. Next, they categorize the associated tracks into 14 categories
using the presence of hits in each layer of inner detector and calculate the likelihood of b—,
c—, and light-jets hypothesis as the outputs of the algorithms.

The SV algorithm aims to reconstruct inclusive displaced secondary vertices within the
jet. It first reconstructs two-track vertices using the tracks associated to jets, and tracks
are rejected if they form a vertex likely originating from the decay of Ks or A, photon
conversions or hadronic interactions with the detector material. Then, a single vertex is
reconstructed using the remaining tracks. The outputs of this algorithm are the properties
of the reconstructed tracks.

JetFitter reconstructs the full decay chain of PV — b — c-hadron. It makes use of
Kalman filter to find a common line to be drawn between PV, the b-hadron vertex, and the
c-hadron vertex. The outputs are the property of the reconstructed vertices.

In the final step of MV2¢10, the BDT score is calculated using 24 variables listed in
Table 5.1 as inputs. The output score distribution for b—jets, c—jets, and light-jets are
displayed in Fig. 5.12. In this analysis, small-R jets with the score larger than the lower
threshold of 0.65 are treated as b—jets. This threshold corresponds to the efficiency of ~77
% and a rejection of ~6 and ~30 with respect to c— and light-jets.
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Table 5.1: The input variables used in the MC2c10 algorithm.

Input Variable Description
Kinematics pr(jet) Transverse momentum of the jet.
n(jet) Pseudo-rapidity of the jet.
1P2D, IP3D log(Py/ Piight) likelihood ratio between the b— and light-jet hypotheses.
log(Py/P.) likelihood ratio between the b— and c—jet hypotheses.
log(P./Pyight) likelihood ratio between the ¢— and light-jet hypotheses.
SV m(SV) Invariant mass of tracks at the secondary vertex assuming
pion masses.
fe(SV) Fraction of the charged jet energy in the secondary vertex.
Nrrgaryviz(SV) Number of tracks used in the secondary vertex.
Norrkviz(SV) Number of two-tracks vertex candidates.
L.y (SV) Transverse distance between the primary and secondary vertices.
Lyy-(SV) Distance between the primary and secondary vertices.
Szy=(SV) Distance between the primary and secondary vertices divided by
its uncertainty.
AR(jet,SV) AR between the jet axis and the direction of the secondary vertex
relative to the primary vertex.
Jet Fitter Norrkviz (JF) Number of 2-track vertex candidates (before decay chain fit).
m(JF) Invariant mass of tracks from displaced vertices assuming
pion masses.
Sayz(JF) Significance of the average distance between the primary and
displaced vertices.
fe(JF) Fraction of the charged jet energy in the secondary vertices.

N1—trkvertices (JF)
N227trkvertices (JF)
Nrrgatvis (JF)
AR(ﬁjety ﬁvtm)

Number of displaced vertices with one track.

Number of displaced vertices with more than one track.

Number of tracks from displaced vertices with at least two tracks.
AR between the jet axis and the vectorial sum of the momenta
of all tracks attached to displaced vertices.
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5.4.3 Large-R jet reconstruction

Large-R jets are reconstructed by the anti-k; algorithm with the radius parameter R = 1.0
and then trimming[57] is applied to reduce the impact of soft contribution from pile-up and
underlying events. In the trimming procedure, subjets are reconstructed using the radius
parameter of 0.2, and then all clusters belonging to subjets whose pr is less than 5 % of pr of
the original large-R jet are removed from the large-R jet reconstruction. After the trimming,
the energy of large-R jets is calibrated by the JES calibration with the same procedure as
small-R jets.

The mass of a large-R jet is also calculated with the following procedure. First, the

calorimeter-based mass (m®°) and the track-assisted mass (m™*) are defined as:
2 2
mcalo — Z Ej _ ij , (513)
J J
pcalo
7,nTA — tT - X mtrack7 (5‘14)
pjgac

where E; and p; are the energy and momentum of the j-th calorimeter-cell cluster constituent,

p%?lo is the transverse momentum of the large-R jet, plf,fa"k is the transverse momentum of

the four-vector sum of tracks associated to the large-R jet, and m!"** is the mass of this

four-vector sum. The mass of large-R jet is calculated as the combination of m®° and mtrack:

-2 -2
g g
> calo > mcalo + 5 TA 5 mTA’ (5.15)
o5 +or o5 +on
calo TA calo TA

m =

where ¢, and ora are the resolution of m° and mT™

performed to large-R jets pr as well as mass, as displayed in Fig. 5.13.

calo , respectively. In-situ calibration is
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Figure 5.13: The in-situ calibration factors applied to large-R jets. Calibration factors of
mass in low mass region(a), high mass region(b) and factors of pr(c).[64]

Another important parameters of large-R jets are the N-subjettiness 7, which quantifies
how likely a jet is composed of N subjets. To compute 7, IV candidate subjets are identified
using the exclusive-k7 algorithm[59], and then calculate

1 .
™ — %ZPT’k mln{ARLk,ARQ’k,...,ARNyk}, (516)
k

where k runs over the jet constituents, AR;} is the distance in 1-¢ plane between the con-
stituent k£ and the jet candidate j, and dj is the normalization factor.

top-tagging

In the case a top quark is generated as a decay product of a heavy(~1 TeV) particle such as
T, it can be identified as a large-R jet using a top-tagging algorithm explained here.

When a top quark decays hadronically, three quarks are generated as decay products. One
is a down-type quark, which is b-quark in most of the cases, and two quarks are the decay
products of W boson. Typically such quarks are detected as separate small-R jets (resolved
jets), however, they can also be detected as one large-R jet fully containing all these quarks
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(a) (b)

Figure 5.14: Schematic views of top detection by resolved(a) and boosted jet(b).

(boosted jet). Its probability significantly increases if the transverse momentum of a top is
as high as a few hundred GeV because of the Lorentz boost of the original top in that case.
The schematic view of the resolved and boosted jets are illustrated in Fig. 5.14.

Large-R jets originated from top quarks have characteristic properties compared to ones
originated from other processes such as QCD. In ATLAS, an algorithm called “boosted top

tagger” is employed to identify the large-R jets from top quark using pr, mass, and 733 = 22

the ratio of 2- and 3-subjettiness. Since jets originating from the hadronic top more likgfy
have mass compatible with top quark and small 735 compared to other processes, and their
distribution significantly changes with pr as shown in Fig. 5.15, upper thresholds on 735 and
lower thresholds on the jet mass are applied for each jet pr bin. Threshold of each pr bin is
selected to keep the tagging efficiency to be ~50 % while maximizing the rejection of non-top
jets, resulting in the rejection factor of ~15 for pr ~500 GeV jets and ~8 for pr ~1500 GeV

jets.
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Chapter 6

Analysis strategy

The target of this analysis is to the charge +2/3 VLQ (referred to as “T”) produced via
the single production process. The single production is chosen because larger cross section is
possible in the mass region of > 700 GeV in the singlet model. Since the single production of
T in the other multiplets, doublet and triplet, are suppressed as discussed in Section 1.2.3,
the analysis is performed with respect to only the singlet model.

The decay channel used in this analysis is T" — Zt, whose diagram in displayed in Fig. 6.1.
Z is reconstructed using a pair of same-flavor and opposite sign leptons (ee™ or ™) and
t is reconstructed as a large-R jet accepted by the top-tagger algorithm, and then T is
reconstructed with Z and t.

6.1 Overview of analysis strategy

In this analysis, a signal region(SR), control regions(CRs), and a validation region(VR) are
considered. The SR is defined to have large signal-to-background ratio so that data/MC

Figure 6.1: A Feynman diagram of single production of T decaying into Zt, where Z decays
to [T~ and t decays hadronically.
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comparison in this region is sensitive to contribution of T. The CRs and the VR are defined
to have the kinematic property close to the SR while the contribution of T is suppressed
compared to the background processes. The observed data in the CRs and the SR are used
mainly to estimate the nuisance parameters corresponding to the systematic uncertainties
discussed in Chapter 8. This estimation is validated using the events in VR, whose data and
MC are not used in the estimation. The detailed procedure of the estimation of the signal
contribution and the nuisance parameters is discussed in Section 6.3.

Among the SR, CRs, and VR, a leptonically decaying Z boson is required to be recon-
structed. This requirement effectively suppresses backgrounds not containing real Z such as
QCD events. The selection for the SR further requires at least one top-tagged large-R jet.
Since the cross section of SM processes that actually contain both Z and ¢ in the final state is
quite small, the major component of SM events in the SR is expected to be events containing
misidentified Z or t. Details of the definition of the SR, CRs, and VR are discussed in the
following sections.

6.2 Event selection

6.2.1 Preselection

The preselection is defined to pick out events containing Z — [T~ efficiently. In this selection,
events are required to fulfill all the criteria listed below.

(1) Single lepton trigger fires.

(2) Exactly two leptons (electrons or muons) with pr > 30 GeV are reconstructed.

(3) Two leptons have same flavor and opposite sign (eTe™ or utpu™).

(4) The invariant mass of the dilepton system is consistent with Z boson mass(91.2 GeV)
within 10 GeV.

(5) At least one small-R jet is reconstructed.

(6) At least one large-R jet is reconstructed.

(7) pr of the dilepton system is greater than 200 GeV.

The requirement (1) accepts only events that at least one of the unprescaled single lepton
triggers listed in Table 6.1 and 6.2. Events are rejected if no single-muon(electron) trigger
is fired while the reconstructed leptons are muons(electrons). Different sets of trigger re-
quirements are applied to 2015 and 2016 runs because of the different pileup and detector
environment. The inclusive muon(electron) trigger efficiency with respect to 7' — Zt, Z —
ptu~(ete™),t decaying hadronically events is ~95(99)%. The efficiency dependence on the T
mass is shown in Fig. 6.2. The requirements (2), (3), and (4) are applied to select only events
consistent with Z, the aim of (5) and (6) is to select events compatible with the following
event selections, and (7) is applied to reject low energy events.

Table 6.1: List of the single muon triggers used in this analysis.

period ‘ name ‘ threshold ‘ isolation ‘ Other information

2015 HLT mu20_iloose L1IMU15 | 20 GeV loose (fixed cone size) Requiring 15 GeV L1 muon trigger
201542016 | HLT mu50 50 GeV none

2016 HLT mu26_ivarmedium 26 GeV | medium (variable cone size)
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Figure 6.2: Single lepton trigger efficiency with respect to the T signal events. (a) Electron
trigger in 2015, (b) Muon trigger in 2015, (c) Electron trigger in 2016, (d) Muon trigger in

2016.
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background events after preselection.

Table 6.2: List of single electron triggers used in this analysis.

period ‘ name ‘ threshold ‘ likelihood ‘ Other information
HLT _e60_lhmedium 60 GeV medium

2015 | HLT e24_lhmedium L1EM20VH | 24GeV medium | Requiring 20 GeV L1 EM trigger
HLT _e120_lhloose 120 GeV loose
HLT _e60_lhmedium_nod0 60 GeV medium | dy information is not used

2016 | HLT e26_lhtight_nod0_ivarloose 26 GeV tight variable cone isolation, dy is not used
HLT _e140_lhloose nod0 140 GeV loose dp is not used

After the preselection, events are divided into the SR, CRs, and a VR in accordance with
the variables described in the following.

6.2.2 Discriminant variables
Presence of b-jets

Likelihood of b-jet is a useful tool used in many analyses in ATLAS because a requirement of
at least one b-jet can suppress light-flavor events quite effectively. As indicated in Fig. 6.3,
the number of b-jets can be a good discriminant variable to separate signal and background
in this analysis as well.

Each of T single production events should contain two b-quarks in the final state. One
is the decay product of ¢t and the other is from the association with the gluon splitting (b in
Fig. 6.1). However, the associated b is not efficiently tagged because it has wide distribution
over |n| up to |n| < 4 and relatively small ppr as shown in Fig. 6.4. Thus the efficiency for
>2 b-jets requirement is as low as ~30 % while it can reduce background significantly. The
expected distribution of b-jets multiplicity and performance of the b-jets requirements with
respect to the signal and background events are shown in Fig. 6.5.
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Figure 6.7: Distribution of the forward jets multiplicity in signal and background(a) and the
efficiency of forward jets requirements as a function of mass of T'(b).

Presence of forward jets

An additional quark corresponding to ¢’ in Fig. 6.1 is also produced in association with
T. It typically has small momentum transfer and relatively large |n| as shown in Fig. 6.6,
resulting in jets reconstructed in the forward region (2.5 < |n| < 4.5) with the probability of
~60 %. Since forward jets are not reconstructed in most of the background processes, the
requirements for the forward jet can reduce background by ~80 %. This requirement is also
useful for distinction between the single production and pair production of 1" because the
associated quark does not appear in the pair production process. The expected distribution
of forward jets multiplicity and performance of forward jets requirements with respect to
signal and background events are shown in Fig. 6.7 .
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Presence of top-jets

The existence of the boosted top quark is one of the most significant feature of the 71" signal.
Hence, requirement of “top-jets”, the large-R jets tagged as hadronically decaying top quark
by the boosted top tagger algorithm described in Section 5.4, works efficiently to separate
signal from background. Two working points of the top tagger are available. One is the
loose working point corresponding to the efficiency of ~80 % and the other is the tight
corresponding to the efficiency of ~50 %. The expected distribution of top-jets multiplicity
and performance of top-jets requirements with respect to the signal and background events
are shown in Fig. 6.8. This analysis makes use of the tight working point as discussed later.

6.2.3 Signal region

In the SR definition, the requirements are chosen to enhance the signal contribution over the
background. Two possible requirements on the top-jets and the b-jets are indicated in the
previous section, i.e. requiring a loose top-jet or tight top-jet, and requiring >1 b-jet or >2
b-jets. The performance of all the combinations of the requirements above is compared as
shown in Fig. 6.9 to conclude that the requirements of the tight top-jet and >1 b-jet has the
best performance in the low mass region (< 1200 GeV) in terms of S/+/B ratio, where S and
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Figure 6.9: Expected S/ V/B ratio with respect to x = 0.5 samples as a function of mass of T'.
The distribution in the range of 700 < mp < 2000 GeV is displayed in (a) and the large mass
region(1100 < mz < 2000 GeV) is displayed in (b). Signal and background are normalized
to the integrated luminosity of 36.1 fb~! .

B are the expected number of signal and background entries in the SR under the integrated
luminosity of 36.1 fb~!. The loose top-jet requirement can be slightly better in the high mass
region (> 1200 GeV), but the tight top-jet requirement is chosen in this analysis to optimize
the analysis to the mass region of ~1000 GeV. From here, “top-jet” indicates the tight top-jet
for simplicity.

Summarizing the discussion above, the final selection of SR are listed below:

(1) At least one b-jet is reconstructed.
(2) At least one top-jet is reconstructed.
(3) At least one forward jet is reconstructed.

In the SR, T candidate is reconstructed with the top-jet and a Z boson. The top-jet with
the largest pr is chosen in the reconstruction if more than one top-jet exists. The expected
invariant mass distribution of T' candidates, shown in Fig. 6.10, is used in the fitting procedure
to estimate the contribution of the 7" signal.

6.2.4 Control regions and validation region

The CRs are used to set constraints on background modelling and nuisance parameters by
fitting MC to data. The forward jet requirement is not applied in the CRs in order to keep
large statistics. In this analysis, two CRs are defined. One is referred to as “0 b-tagged jet
CR” or “CRO” and the other is referred to as “>1 b-tagged jet CR” or “CR1”. In both of
the CRs, the requirements include:

(1) No top-jets exists.
(2) At least one large-R jet satisfies the pr and mass top-tagging criteria while it does not
satisfy the 739 criteria.

The second requirement is applied to accept events with kinematics close to the SR. If an event
satisfying the requirements above contains b-jets, it is categorized into the CR1, otherwise
into the CR0O. The CRs are dominated by Z+jets background. The entries in the CRs are
sensitive to Z+jets normalization and estimation of nuisance parameters, and the comparison
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Figure 6.10: MC expectation of T" mass distribution of signal and background processes.

between the CRO and CR1 enables estimation of heavy flavour components in Z+jets events.
In the CRs, T is reconstructed with Z and the large-R jet whose pr is the largest among the
ones satisfying the requirement (2).

The entries in the VR are not used in the fitting procedure. They are compared with MC
after fitting events in the CRs to validate that the fitting is correct. The VR is defined to set
the events close to the SR while it is orthogonal to other regions. The requirements for the
VR are:

(1) No b-jets is reconstructed.
(2) At least one top-jet is reconstructed.
(3) At least one forward jet is reconstructed.

T is reconstructed using the same procedure as the SR. The expected distributions of the
T mass in the CRs and the VR are shown in Fig. 6.11 .

Ignoring the forward jet requirement, the selection for the SR and the CR1 is quite similar.
The difference between them is whether the top-tagger 735 requirement is passed or not. It is
also the case of the VR and the CRO. Thus, the fitting using the events in the CRs is almost
the same as fitting using the side bands of 732, as shown in Fig. 6.12 .

In all regions, further selection is applied to reject events with Hrp(jets) + EF®s > T
mass, where Hrp(jets) is the scalar sum of small-R jets pp. This requirement is applied in
order to reduce the VLQ pair production contamination as discussed in AppendixA,

Fig. 6.13 shows the expected S/ /B distribution and efficiency in each region with respect
to the single T' — Zt events.
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6.3 Statistical analysis

6.3.1 General description

—

The statistical analysis is based on a binned likelihood function L(u,#), constructed as a
product of Poisson probability functions over all bins of the T" mass distribution histograms,
where p is the signal strength of T" and 0 is a set of nuisance parameters corresponding
to systematic uncertainties which affect the signal and background expectation in each bin.
L(u, 0) is explicitly written as:

bins Syst
b J

n _ 2
where P(n|)\) = 27 exp (—)) is the poisson distribution, G(z|zg,0) = %W exp (_L ) )

202
is the Gaussian distribution, Nj is the observed entry in the bin b, Sy(d) and By (6) are the
expected number of signal and background entries in b, respectively, and 9_? is the central
value of the nuisance parameter j.
In the fitting procedure, the combination of y and 0 that maximizes the likelihood, denoted

by i1 and 5, is searched for. At this stage, constraints on the nuisance parameters are set

as 6; = +/|Vii|, where &; is the constraint of the 9_; around 9: and V is the covariant matrix
defined below:

OInL (p 6
(V_l).. == —_,(_,) ‘ L= S (62)
Y 89189] p=p,0=0

Likelihood is a useful tool to estimate the compatibility of the observed data and hypothe-
ses. One of the parameters to judge the compatibility is the p-value, p,, corresponding to the
probability that the experimental result equal to or more extreme than the observed result
is realized under an assumption that the signal strength is . Calculation of p,, makes use of
the profile likelihood ratio A(x) (or A(u)) and the test statistics qu (or g,) defined based on
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the likelihood as:

Ap) = — 2 (6.3)

)

w (6.4)
1t)

o = —2InA(p) (A<
a 0 (fi >

where 9_;4 is the value of the nuisance parameters maximising the likelihood for a given u.
The region with p < 0 is not allowed in the analysis searching for signals of new particles.
Thus, A(x) and g, defined below are used instead in this analysis.

p(nds)

S = 4 ) = (6.5)
L) | |
(o) (A <0)

o {—mni(u) (i < p)

. o (6.6)

Defining f(qyu|p,0) as the probability that G, is observed under the condition of (u, ),

—

p-value of the hypothesis (i, §) can be written as:

p o= /q F(Gulin, 0)dq (6.7)

1,0bs
where ¢, obs is observed ¢,. Finally, the p-value is defined as the largest P.i that can be

realized by choosing proper 0 as
Pu = mgxp”’é' . (6.8)

In general, the observation of smaller p, means that the result is less compatible with the
hypothesis.

Two series of statistical analysis are performed in the search for T. One is the discov-
ery test, which computes p—value of the hypothesis in absence of T, referred to as “null-
hypothesis”. The other is limit setting, which computes the upper limit on the production
cross section times branching ratio, o(pp — singleT’) x BR(T — Zt) .

6.3.2 Discovery test

The null-hypothesis is equal to the hypothesis with p = 0, hence the discovery test makes
use of pg, the p-value with 4 = 0 . The parameters defined in the previous section can be
written in the specific case of u =0 as,

B L(O,@E)) o> 0
50 = s P20, (6.9
1 (4 <0)
- —2InA(0) 4>0
g = (©) 'u ; (6.10)
0 <0
po = maxp,;= m@x/ £(G,l0, Nddo . (6.11)
’ 6 Go,obs



Evidence of new particle will be claimed if the observed pg is smaller than 0.0027, corre-
sponding to significance of 30, and discovery will be claimed if pg smaller than 6 x 1077,
corresponding to bo. There are two ways to compute pg. One is based on all the bins of SR
and the other is based on each single bin of SR independently. The former is referred to as
“Global pg” and the latter as “local py”.

6.3.3 Limits setting

The limit on the cross section times branching ratio is computed with the CLs method[66, 67] .
In the CLs method, C'Lg4y, = p, and C'Ly, = pg are computed with a given p. These variables
correspond to the confidence level of the hypothesis of signal presence with the strength p
and null-hypothesis, respectively. C'Lg is defined as the ratio of C'Lyyy, and C'Ly, as:

CLs—l-b
.= , 12
CL L, (6.12)

and the signal strength g is rejected if C'Lg is smaller than a given threshold, which is 0.05
in this analysis, corresponding to 95% C.L.
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Chapter 7

SM background processes

The event selection discussed in the previous chapter indicates that this analysis is affected
mainly by the SM processes containing real Z bosons. Events containing top or other heavy
particles are also expected to have impacts. The expected property and impact of such
processes are discussed throughout this chapter.

7.1 Z+jets

The Z+jets process is the largest background in this analysis due to large production cross
section(~60 nb), whose major production diagram is shown in Fig. 7.1, The associated jets
are dominated by the light(u,d, and s) quarks, but ¢ and b quarks can be associated as
well. The process associated with ¢ quarks are possible as well, but they are considered as
another category of backgrounds (¢ + X) because the cross section is as small as 1 pb and
the kinematics is quite different.

7.1.1 Misidentification of the top-tagger

Since Z+jets events do not contain real ¢t quarks, they contaminate the SR only if large-R jets
are misidentified by the top-tagger. The expected probability of misidentification is computed
using the SHERPA MC samples. While the misidentification probability with respect to the

e

Figure 7.1: The major Z+jets production mechanism at LHC.
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inclusive large-R jets is 26.840.2 %, the probability explicitly depends on pr of the large-R
jets as shown in Fig. 7.2. Large-R jets with higher pr are less likely to be tagged because the
tagger thresholds are tighter.

Slight difference of the dependency between the jet flavor is expected as Fig. 7.3: misiden-
tification probabilities with respect to Z + light, ¢, and b quarks are 30.4+0.3 %, 31.0+0.9 %,
and 30.8+1.3 % in pr < 300 GeV region and 16.1+0.5 %, 15.8+1.5 %, and 18.842.1 % in
pr > 1000 GeV region, respectively. Hence, the accuracy of the expectation of the composi-
tion ratio is important for the expectation of the kinematic distribution in the SR as well as
of the event yields.

7.1.2 MC modelling

While the contribution of the Z + jets processes is basically computed with Monte Carlo
samples of SHERPA2.2.1 generator, the samples based on MADGRAPH are compared to the
SHERPA samples to assign an uncertainty of the Monte Carlo modelling. The discrepancy
between two generators on the main variables used in this analysis are shown in Fig. 7.4. This
difference shows that MADGRAPH events more likely contain b-tagged jets and top-tagged
jets while they less likely contain forward jets and high pr Z. These lead to the difference of the
acceptance in the SR as shown in Table 7.1, and comprehensively the event yields in the SR
as well as kinematic distribution. As a result, 133.5(SHERPA) and 95.2(MADGRAPH) events
are expected to be observed in the SR, as summarized with other numbers in Table 7.2. The
distributions of the reconstructed VLQ mass are compared in Fig. 7.5. Since this corresponds
to the uncertainty on the SR event yields of as large as ~30 %, it has a large impact on the
analysis. However, it should be suppressed by comparing the data and MC expectation in
the CRs.
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Table 7.1: The acceptance of the SR requirements with respect to SHERPA and MADGRAPH
samples. The statistical uncertainty is small enough(~ 1072 %) compared to the results.

’ SR Requirements ‘ Acceptance(SHERPA) ‘ Acceptance(MADGRAPH) ‘

Zpr > 200 GeV 0.31 % 0.31 %
>0 b-jets 1.8 % 2.1 %
>0 top-jets 0.032 % 0.034 %

>0 forward jets 4.8 % 4.6 %

Table 7.2: Expected event yields of Z+jets computed based on SHERPA and MADGRAPH in
each region. Discrepancy of ~28.8% is observed in the SR. Only the statistical uncertainty
is taken into account in this table.

Z+jets(SHERPA) | Z+jets(MADGRAPH)
CRO 2335.2 £ 26.4 2905.5 £ 115.0
CR1 518.8 £ 12.0 468.1 £ 50.4
VR 513.9 £ 9.3 517.7 £ 41.2
SR 133.6 + 4.7 95.2 £ 17.7

7.1.3 MC modelling uncertainty suppression by fits

The large modelling uncertainty is suppressed by the fitting procedure described in Sec-
tion 6.3. The expected performance of the fitting is estimated using Asimov dataset, an
artificial dataset whose property is set to be equal to the MC expectation. Assuming that
only the modelling uncertainty is considered in the analysis, the uncertainty on the event
yields in the SR is suppressed from 28.8 % to 2.6 %. Since all of the systematic uncertainty
are simultaneously treated in the fitting in the real analysis, the actual suppression is not as
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Figure 7.8: The major t¢ production mechanism at LHC.

tt
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large as the case above. In this case, the generator uncertainty after fitting is expected to be
5.8 %. The uncertainty on the kinematic distribution in the both cases are shown in Fig. 7.6
and 7.7.

In LHC, pairs of top quarks are mostly generated via the gluon fusion processes shown in
Fig. 7.8. The tt events can be categorized into the SR only if a Z boson is misidentified in the
event. The distribution of the invariant mass of pairs of leptons is shown in Fig. 7.9. They
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Figure 7.9: The distribution of two leptons invariant mass. Only the events with same flavor
opposite sigh pairs. The lower and higher threshold of Z reconstruction acceptance is shown
as well.

are identified as the decay products of Z if they have same flavor and opposite charge, and
the invariant mass consistent with Z within 10 GeV. The acceptance of this selection with
respect to two leptons events is ~7.8 %.

The selection for SR requires a top-jet as well as a Z boson. There are two pro-
cesses of tt considered to contain both reconstructed Z and top. One is the semileptonic
events(Fig. 7.10(a)), where one of the ¢t quark decays hadronically and tagged as top-jet, and
the other decays leptonically. Z is reconstructed using the lepton from ¢ and an additional
lepton which is accidentally reconstructed. The other process is leptonic(Fig. 7.10(b)), where
both of ¢t decay leptonically and Z is reconstructed using the leptons from ¢, and the large-R
jet of non-t quark is misidentified as top.

About 1.0 % of the tt events containing Z and about 2.0 % of ¢t SR events are semileptonic.
The ratio of the decay modes expected to be observed after Z boson requirement and the SR
selection are shown in Fig. 7.11.

In both semileptonic and leptonic processes, the probability that both Z and top-jet
are reconstructed is quite small because an additional lepton is required in the semileptonic
process and a misidentified top-jet is required in the leptonic process. Hence, the ¢t events are
largely suppressed in the SR, resulting in the expected contamination less than 1 event before
fitting, as shown in Table 7.3. This is almost negligible compared to the Z+jets background.
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Table 7.3: Expected event yields of ¢t background. Only the statistical uncertainty is taken

into account.

ttbar
CRO | 0.85 £ 0.42
CR1| 34+1.0
VR <1072
SR | 0.95 + 0.48

7.3 Diboson

A pair of vector bosons (diboson) can be produced by the proton-proton collision according
to the diagram in Fig. 7.12. The combinations of bosons considered in this analysis are WW |
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WZ, and ZZ, corresponding to the total production cross section of ~40 pb. The dominant
process contaminating the SR is V' Z, where Z decays leptonically and V' decays hadronically,
which is shown in Fig. 7.13, because the misidentification probability of the top-tagger is
higher for jets originating from vector bosons compared to QCD jets.

Approximately 9 diboson events are expected to be observed in the SR. The expected
event yields of each process in each region are listed in Table 7.4.

Table 7.4: Expected event yields of diboson background. The contribution is dominated by
the WZ and ZZ processes as expected. Only the statistical uncertainty is taken into account.

WWw Wz VA total
CRO| 26+0.2 | 76.8+22|251+1.1|104.5+ 25
CR1 056 +022]198+14]143+10| 346=£1.6
VR | 052+0.08 201 £11| 69+05 | 276 £1.2
SR | 0.08£0.04| 6509 | 24£04 9.0 £ 1.0

7.4 tt+ X

Pair production of top quarks in association with heavy particles is categorized into tt + X
background. The tt+ X processes considered in this analysis include ¢t production associated

Reconstructed
as Z

Figure 7.13: Diagram of diboson production processes in LHC.
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(a) Diagram of a pair of top quarks generated (b) Diagram of a pair of top quarks generated
in association with W.

in association with Z.

(¢) Diagram of four top quarks generation.

Figure 7.14: Diagrams of ¢t + X processes considered in this analysis.
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with Z, W, and the production of 4 top quarks. The diagrams of these background processes
are displayed in Fig. 7.14. Relatively high SR acceptance is expected in these processes
because they always contain real top quarks and potentially real Z. However, they have
quite small impact on this analysis because of their low production cross section of < 1 pb.
The expected event yields of ¢t + W and 4 top quarks processes are smaller than 0.01 in
all of the regions, while O(1) events of the ¢t + Z process are expected to be observed, as
summarized in Table 7.5.

Table 7.5: Expected event yields of ¢t + X backgrounds. The contribution is dominated by
tt + Z processes and tt + W and 4 top processes are almost negligible. Only the statistical
uncertainty is taken into account.

tt+7Z | tt+W | 4top total

CRO|12+01|<107?| <1072 [ 121 +0.1
CR1|85+02| <1072 | <1072 | 85+ 0.2
VR |1.0+01| <1072 | <1072 | 1.0+ 0.1
SR |73+02| <1072 | <1072 | 7.3+£0.2

7.5 Other backgrounds

“Others” category of the background processes includes triboson production (WWW , WW Z,
WZZ, and ZZZ) and single top quark production. The diagrams are shown in Fig. 7.15.
The single top production process is similar to the single production of T, however, the
acceptance of SR is not expected to be large because top quarks never decay into Z boson.
The event yields of the triboson are expected to be small for the same reason of tt + X

| X
<

\
<

<y
A

~n00

(b) Diagram of the single production of a top quark.

Figure 7.15: Diagrams of the “Others” background processes considered in this analysis.
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processes. The production cross sections of the triboson and the single top are ~0.01 pb and
~81 pb, respectively. The expected event yields are listed in Table 7.6.

Table 7.6: Expected event yields of “Others” background. The contribution is dominated by
single top processes and triboson are almost negligible. Only the statistical uncertainty is
taken into account.

triboson single top total
CRO | 0.04 + 0.01 | 0.64 £ 0.16 | 0.68 + 0.16
CR1| <1072 1.8+02 | 1.8402

VR <1072 0.55 + 0.13 | 0.55 + 0.13
SR < 1072 2.5+ 0.2 2.5+ 0.2
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Chapter 8

Systematic uncertainty

Details of the systematic uncertainty considered in this analysis are described throughout
this chapter. All the sources of uncertainty are listed in Section 8.1 and the impact of the
major uncertainty on the event yields and shape of the reconstructed T mass is described in
Section 8.2 and Section 8.3, respectively.

8.1 List of considered systematic uncertainty

8.1.1 Detector-related uncertainty

Luminosity: The integrated luminosity is determined using the dedicated calibration runs[68].
The uncertainty of the luminosity measurement in 2015 and 2016, which is 2.1% in total, is
considered as the uncertainty on the integrated luminosity.

Electron: Electron uncertainties include the uncertainty of energy scale, energy resolution,
efficiency of trigger, reconstruction, and isolation requirements.

The electron energy scale uncertainty arises from the uncertainty of the energy calibration
procedure including energy shift induced by pile-up, calibration of EM calorimeter layers
and presampler, the materials in front of the calorimeter, non-linearity of the cell energy
measurement, and modelling of the shower shape. In the barrel region, the uncertainty is
dominated by the layers calibration uncertainty, while the impact of the upstream materials,
non-linearity, and shower shape uncertainty increase. The total scale uncertainty is up to a
few percent in wide range of n as displayed in Fig. 8.1.

The resolution uncertainty is contributed by the shower and sampling fluctuations in the
calorimeter, the fluctuations in energy loss by the upstream materials, noise of electronics,
pile-up noise. The shower and sampling fluctuations are estimated by the resolution mea-
surement using Z — ee events as described in Section 5.3 . The impact of upstream materials
are estimated using MC simulation with additional materials, and the electronics and pile-
up noise are derived from events recorded by random trigger. As a result, the resolution is
measured in the energy range 30-60 GeV with a precision of 5-10% while the uncertainty
increases to 20-50% in high energy range. Compared to low 7 region, the resolution in large
7 is slightly worse while smaller uncertainty is achieved as displayed in Fig. 8.2 .

The electron reconstruction, identification, and isolation efficiencies are related to the
electrons selection introduced in Section 5.3 . In this analysis, electrons are required to satisfy
tight identification and FizedCutTightTrackOnly isolation criteria after the reconstruction.
Hence, the efficiency of electrons used in the analysis can be written as:

€el = €reco X €ID X €[50, (81)
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Figure 8.4: Scale factors of €;p in the energy range 25 GeV< Ep <30 GeV(a) and 40 GeV<
Er <45 GeV(b) as a function of n[69].

where €cco, €7D, €150 are the efficiencies of reconstruction, identification, and isolation re-
quirements, respectively. They are estimated using the tag-and-probe method of Z — ee and
J/1¥ — ee in both data and MC, and the MC efficiency is compared to data to compute the
scale factors which correct MC. The results of the €,¢c0, €7p estimation and their uncertainty
are displayed in Fig. 8.3 and 8.4, respectively. The isolation uncertainty, which is not shown
in this thesis, is estimated to be smaller than 0.5% in wide range of 7 and Ep.

The electron trigger efficiency is related to the number of total recorded events. It is also
measured based on Z — up and J/v — pp tag-and-probe method and the data/MC ratio
is computed as scale factors. The statistical fluctuation is assigned as the uncertainty of the
trigger scale factors.
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Figure 8.5: The uncertainty of the muon medium selection efficiency as a function of pr(a)
and n(b), derived from Z — pp and J/¢ — pu tag-and-probe.

Muon: Muon uncertainties include the scale factors of the trigger, reconstruction, and iso-
lation as in the case of electrons, and the additional scale factor of track-to-vertex-association
(TTVA). They are measured based on the tag-and-probe method of Z — up and J/vp —
ppe[48]. The statistical uncertainty of data and MC samples and contribution of non-Z events
are considered to be source of systematic uncertainty of the scale factors. Remaining pos-
sible uncertainties are measured as the difference between the results of tag-and-probe and
measurements based on truth information of MC, which is referred to as “Truth closure”. As
results of the measurements, the relative uncertainty of the medium muon selection efficiency
is found to vary from ~2% to ~0.1% as a function of py and not to depend on 7 significantly,
as indicated in Fig. 8.5. The isolation efficiency of the LooseTrackOnly criteria, shown in
Fig. 8.6, is almost flat over wide range of py and the relative uncertainty is smaller than 0.5%.
The uncertainty of TTVA and trigger efficiency are also measured using the tag-and-probe
method and found to be both smaller than 1% in wide range of pr.

The muon scale uncertainty is related to the momentum correction of Eq. 5.3. The correc-
tion parameters are also measured based on the tag-and-probe method and the uncertainty
is found to be approximately 0.05%.

Small-R jet: One of the uncertainty related to small-R jet is the jet energy scale (JES)
uncertainty. JES is measured using three processes, Z+jets, v+jets, and multi jets, as ex-
plained in Section 5.4, each of which is affected by several sources of uncertainty listed in
Table 8.1. They are combined and treated as eight independent nuisance parameters, which
are referred to as “Effective NPs”, in accordance with the correlation between the sources.
The total uncertainty on the reconstructed energy is up to 4%, as shown in Fig. 8.7.

Other uncertainties are related to n-intercalibration explained in Section 5.4, flavour com-
position of jets, effect of pile-up, and punch-through of jets. Their combined impact on the
jet energy is below 1.5%.
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Table 8.1: The sources of JES uncertainty.

Measurement Source Description
Z/y + jets LAr energy scale The electron energy scale of LAr calorimeter
LAr smearing LAr smearing of MC
LAr material Materials of LAr calorimeter
Z+jets k-term Out-of-cone radiation
MC generator Difference of Z+jets MC generators
muon scale Momentum scale of muons
muon smearing in ID Momentum smearing of muons in 1D
muon smearing in MS Momentum smearing of muons in MS
veto Z+jets radiation
statistics Statistics
d¢ The cut of d¢ between Z and jet
v + jets MC generator Difference betweeny+jets MC generators
Out-of-cone Out-of-cone radiation
Purity Photon purity
veto v + jets radiation
statistics Statistics
do The cut of d¢ between ~ and jet
Multi jet balance jet topology Jet topology
Fragmentation Jet fragmentation
Threshold Jet threshold
statistics Statistics

Large-R jet: Uncertainties in the mass, pr, and 735 of large-R jets are measured using the
comparison between the data and MC[75, 76]. The uncertainty in the mass is taken to be
correlated with the uncertainty in py. The fractional uncertainty in py ranges from ~2% to
~6% from the large-R jet pr of 300 GeV to 3000 GeV, while the uncertainties in mass and
732 are below 4% in wide range of pr. The uncertainty in resolution of pr, mass, and 739 are
taken to be 2%, 20%, and 15%, respectively.

b-tagging: The uncertainty of b-tagging efficiency is measured based on the tag-and-probe
method of ¢£[78], a leptonically decaying top quark is used as a tag and the b-quark generated
by the other top quark is used as a probe to measure the efficiency. As shown in Fig. 8.8,
the uncertainty ranges from ~15% in the low pr region to ~5% in the region of ~300 GeV.

Pile-up: A correction factor is applied in each MC event to correct the pile-up distribu-
tion. The statistical uncertainty of the correction factor is treated as the pileup correction
uncertainty.

8.1.2 Theory-related uncertainty

Cross section: Cross section uncertainty is assigned on each background samples based
on the MC simulation: +5.0% for Z+jets[79], +5.6/-6.1% for t¢[80], £6.0% for diboson|[81],
+13.3/-11.9% for tt + W, +10.4/-11.9% for tt + Z and tt + 11[82].
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Figure 8.8: The b-tagging efficiency ratio of data and MC and uncertainty[78].

Choice of PDF set: The uncertainty related to the choice of PDF set is computed based
on the comparison between the samples of NNPDF NLO PDF set with the other PDF sets:
MMHT2014 NNLO[83] and CT14 NNLO PDF[84].

Parton distribution function scaling: The effect of variations of the factorization scale
py and the renormalization scale p, on PDF is taken into account. The nominal setting is
ps = pr = 1.0, whereas the alternative settings are (u,, y) = (0.5,0.5),(0.5,1.0),(1.0,0.5),
(2.0,1.0), (1,0,2.0), and (2.0,2.0).

MC generator: As described in Chapter 4 and 7, the dominant Z+jets background is
estimated using SHERPA2.2.1 and MADGRAPH. The difference between the two generators
is assigned as the generator uncertainty.

Forward jet acceptance: The uncertainty of 11% is set in the forward jet acceptance to
fix the data/MC discrepancy.

8.2 The uncertainty impact on event yields in the signal re-
gion

The impact on signal and background event yields of each uncertainty is shown in Table 8.2

and 8.3, respectively. The uncertainty with the largest impact on the SR is Z+jets generator

uncertainty of 25.0% and the second-largest is Forward jet uncertainty of 11.0%. The total
uncertainty of SR event yields is 12.4% (signal) and 33.3% (background).
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Table 8.2: List of the considered nuisance parameters and their impacts on the signal events.

Only the parameters which affect the SR event yields by more than 1 % are shown.

Nuisance parameter

SR

CR1

CRO

Forward jet

Large-R jet kinematics

Jet flavor composition

JET Etalntercalibration_Modelling
Large-R jet modelling

JET _Pileup_RhoTopology

JET EffectiveNP_1

JET _Etalntercalibration_NonClosure
Luminosity

LARGERJET Tracking_Kin
MUON_EFF_SYS
EL_EFF_ID_TOTAL_INPCOR_PLUS_UNCOR

10.110/-0.110
+0.009/-0.027
40.017/-0.015
+0.016/-0.012
+0.009/-0.016
+0.008/-0.006
+0.003/-0.005
40.011/-0.008
40.021/-0.021
-0.001/-0.006
+0.015/-0.015
40.012/-0.012

+0.000/+-0.000
+0.035/-0.027
-0.002/-0.001
-0.003/-0.004
+0.020/-0.031
+0.000/-0.003
-0.004,/-0.002
-0.000/-0.002
+0.021/-0.021
+0.019/-0.026
+0.014/-0.013
4+0.014/-0.014

+0.000/+0.000
+0.013/-0.016
+0.008/+0.009
-0.001/+0.020
+0.020/-0.015
-0.000/+0.017
-0.001/4-0.017
+0.000/+0.008
+0.021/-0.021
-0.002/-0.013
+0.012/-0.011
+0.015/-0.015

Table 8.3: List of the considered nuisance parameters and their impacts on the background
events. Only the parameters which affect the SR event yields by more than 1 % are shown.

Nuisance parameter

SR

CR1

CRO

Z+jets generator

Forward jet

Large-R jet kinematics

Jet flavor composition

Scale of i

Large-R jet pr resolution

JET Etalntercalibration_Modelling
Large-R jet mass resolution
FT_EFF Eigen_Light_0

PDF

Z+jets cross section

Large-R jet modelling

JET _Pileup_RhoTopology

JET EffectiveNP_1

JET flavor response

JET Etalntercalibration_NonClosure
Luminosity

LARGERJET Tracking_Kin
FT_EFF Eigen_C_0
MUON_EFF_SYS

FT_EFF _Eigen _Light_1

DiBoson cross section
EL_EFF_ID_TOTAL_INPCOR_PLUS_UNCOR

-0.250
40.110/-0.110
+0.068/-0.080
+0.067/-0.066
+0.035/-0.061
-0.053
+0.037/-0.047
-0.046
-0.045/+0.044
40.020/-0.044
+0.044/-0.044
+0.043/-0.031
+0.026/-0.036
40.018/-0.027
-0.025/+0.015
+0.017/-0.022
+0.021/-0.021
+0.018/-0.017
-0.016/+0.016
+0.014/-0.013
40.014/-0.014
+0.012/-0.012
40.012/-0.012

-0.090
+0.000/4-0.000
+0.052/-0.051
+0.001/4-0.001
+0.078/-0.092
-0.046
-0.003/4-0.003
+0.128
-0.057/+0.057
4+0.009/-0.084
+0.046/-0.046
+0.034/-0.036
+0.002/-0.002
+0.000/-0.001
+0.002/-0.001
+0.002/-0.001
+0.021/-0.021
40.020/-0.024
-0.015/+0.015
+0.014/-0.014
+0.016/-0.016
+0.012/-0.012
4+0.011/-0.011

40.233
+0.000/4-0.000
+0.053/-0.051
-0.006/+0.005
+0.086/-0.102

-0.039
-0.002/+0.002

+0.167
+0.010/-0.010
40.004/-0.099
+0.048/-0.048
40.033/-0.039
-0.003/+0.003
-0.003/+0.003
+0.002/-0.002
4+0.001/-0.000
+0.021/-0.021
4+0.022/-0.023
40.003/-0.003
+0.013/-0.013
-0.003/+0.002
+0.009/-0.009
40.012/-0.011
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8.3 The uncertainty impact on shape of the discriminant vari-
ables

As well as the event yields, the uncertainty also affects the reconstructed 1" mass distribution,
the discriminant variable of this analysis. Fig. 8.9 shows the impact of uncertainty on the
reconstructed T distribution in each region, indicating that the uncertainty of each bin is ~30
% and the most bin with the largest uncertainty in SR is the bin of 1600 < mz; < 1800 GeV,
whose uncertainty is up to ~ 50%.
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Figure 8.9: The impact of the systematic uncertainty in each bin of CR0(a), CR1(b), VR(c),

and SR(d).
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Chapter 9

Fitting before unblinding the signal
region

The observed data in the SR had been masked until a validation was done using data.
The expected performance of the fitting was measured with artificial datasets as described in
Section 9.1, and then the fitting was performed with the observed data in the CRs as discussed
in Section 9.2. The normal fitting procedure and additional procedures were performed and
compared to each other at this stage to confirm the stability of the fitting.

9.1 Asimov fit

In prior to the fitting with the observed data, another fitting was performed with Asimov
datasets, artificial datasets whose properties are exactly the same as the MC expectation.
The aim of the Asimov data is to measure expected performance of the fitting. Two series of
Asimov datasets were prepared. One is “Asimov B” and the other is “Asimov S + B”, the
data in absence and presence of the T signal, respectively.

Asimov B

In the background-only Asimov dataset, the event yields and shape are equal to the back-
ground estimation, hence the MC expectation is supposed not to be changed by the the
fitting. The only difference between before and after the fitting is constraint on the nuisance
parameters, resulting in smaller uncertainty in the event yields. The expected event yields in
each region is summarized in Table 9.1. The event yields was unchanged as expected and the
uncertainty was suppressed especially in Z+jets because the generator uncertainty, which is
the largest uncertainty before the fitting, was strongly constrained by up to 77 %.

Table 9.1: Expected number of background events. The uncertainties out and in of the
bracket indicate the uncertainty before and after the fitting, respectively.

CRO CR1 VR SR
Z+jets | 2335.2 & 816.4(137.6) | 518.8 & 133.6(51.9) | 513.9 + 89.6(53.6) | 133.5 + 46.8(16.2)
Diboson | 104.5 4 136.6(119.5) | 34.6 4 47.4(41.5) 27.6 + 36.9 9.0 + 11.6(9.8)
tt 0.85 + 0.73(0.71) 3.4 + 1.7(1.6) <1073 0.95 + 0.85(0.84)
t+ X 1.2 4 0.2(0.2) 8.5 + 1.2(1.1) 0.99 + 0.21(0.19) | 7.3 4+ 1.3(1.1)
Others | 0.68 + 0.18(0.18) 1.8 + 0.2(0.2) 0.56 + 0.18(0.17) | 2.5 4 0.4(0.3)

110



T T

T T

T

LI B B S B B B

LI S B B B B B B B B B B B

L B

T T

T

=y LT T 77T g L
s [ (s=13Tev,36.1 10" NLO clculton(c;=0.5) 5 [ Vs=13Tev,36.1fb" R ——
+ [ Single-T production ) + | Single-T production )
’E—:, i-AsimovB U Expected 95% CLs upper limit = E, 1;Asim0v B -
o E | C)? C =1 Expected 95% CLs upper limit(k =0.5) =
= T 10 1 =5 r ]
g 1 8L ]
CTL ...... 126 - CTL f'::'.:;: .... w1 Expected 95% CLs upper limit(<,=1.0) |
\51015 _______ = \5101? R -
i j i T L ]
107 E 107 E
S B I B B I R B I B B
800 1000 1200 1400 1600 1800 _ 2000 800 1000 1200 1400 1600 1800 _ 2000
m; [GeV] m; [GeV]
Figure 9.1: Expected limit based Figure 9.2: Expected limit based on
on ky = 0.5 signal samples and kr = 0.1(green), kpr = 0.5(black),

and K 1.0(blue) signal sam-
ples and background-only Asimov
dataset. Tighter limits are achieved
with smaller k7 because of the nar-
rower decay width.

background-only Asimov dataset.

The background-only Asimov is useful in settings limits on the cross section of 7" under
an assumption that no significant excess is observed. The expected limits on o(single T)
x BR(T — Zt) computed using the k7 = 0.5 samples are shown in Fig. 9.1. The comparison
between different sets of k7 is also performed as shown in Fig. 9.2.

Asimov S+ B

The Asimov S 4 B configuration is useful in the estimation of the expected significance with
presence of signal. In the estimation, fitting was performed under a constraint with the signal
strength p = 0, corresponding to the null-hypothesis. The distribution of the SR events after
the fitting was compared to the observed data, which is Asimov S + B dataset in this case,
to calculate pg, the p-value with respect to the null-hypothesis.

Both global and local py were computed in this study. The former is the p-value calculated
based on the whole SR distribution, and the latter is the p-value calculated with respect to
each bin of the SR. The expected global py dependent on the mass of T is estimated using
signal samples at several mass points with k7 = 0.5 as shown in Fig. 9.3. Fig. 9.4 indicates an
example of the expected local py distribution computed based on the Asimov S + B sample
with the T signal sample with the 7" mass of 900 GeV and x7=0.5 . The histogram for
“Background” in the upper plot indicates the result of fitting with null-hypothesis. Larger
significance (or small py) was observed in the bin with large discrepancy between the null-
hypothesis expectation and Asimov S + B.

The global pg value was computed with the Asimov S + B datasets of all the mass and
couplings considered in this analysis as shown in Fig. 9.5. In terms of the significance, the
evidence is expected to be observed with 3 ¢ if the coupling x7 is up to 0.7 in the T' mass<1000
GeV region and 1.0 in the region with the 7" mass around 1500 GeV, and discovery with 5 o

111



= A Y e T 9T R 3
E‘ 10 E 13TeV, 36.1fb* —_Global p 3 & 8 ?%glgnl%\\//ss*e_é fo —— Asimov S+B data 3
© r Asimov S+B 0 ] o 70E-m=900GeV, k;=0.5 [ Background E
ﬁ 1 k;=0.5 samples - § 60E- £/ Uncertainty =
O E E! 2 50F =

B e ] E W0EZZ =
10™ 3 30 =
E 205 5

Y 2 4 106 | 3
10°¢ E o ‘ =
g E o 1T w w —

[3 ] — E , —_——— = ]
1072 i e Mt g FETN / ]
1000 1500 2000 Mo N —local p_ 1

VLQ mass[GeV] 107 _/ E

i \ E

Ro y I ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, 1

Figure 9.3: Global py computed using ek V7 i

Asimov S + B datasets with k7 = 0.5 E e E

signal samples. Larger significance is ex- Be ]

S -]
pected on the low mass samples because " 5% 1000 1500 2000
of larger production cross section. My, [GeV]
Figure 9.4: Local p-value estimation
with the Asimov dataset generated with
signal sample of 900 GeV for T' mass and
kr = 0.5 coupling.
> 2 ‘13‘Te‘V, 361" %‘O < s ‘13 Tev 3‘6 l‘fb"l‘ ‘ ‘-‘sig‘nific‘anc‘e>5‘o
Asimov S+B % 2 Asim?‘)vy S+i3 =3 significance > 30

[ Not scanned

10

-log

b b il By

1000 1500 2000 1000 1500

T mass [GeV]

Figure 9.5: Expected global py com-
puted with the Asimov S + B datasets
as a two-dimensional function of 7" mass
and coupling k7.

T mass [GeV]

Figure 9.6: Significance of the signal in
regions defined with 7" mass and cou-
pling k7. The evidence or discovery is
expected to be claimed with the signifi-

cance of 3 ¢ and 5 o, respectively.

is expected if k7 is up to 1.0 in mass< 1000 GeV or ~1.5 around 1500 GeV, as indicated in
Fig. 9.6.

In the fitting on Asimov S 4+ B with null-hypothesis, the expected event yields can be
varied from the expectation before the fitting because of the discrepancy between the Asimov
data and null-hypothesis. As an example, the expected event yields after fitting with the
benchmark Asimov dataset(900 GeV, k1 = 0.5) is listed in Table 9.2.
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Table 9.2: Expected number of background events after fitting under null-hypothesis and
Asimov S + B.

CRO CR1 VR SR
Z+jets | 2353.2 + 142.2 | 532.7 + 50.43 | 513.7 + 61.6 | 135.5 + 19.3
Diboson | 85.6 + 124.7 28.0 +43.2 | 225 +£33.7 | 7.4+ 105
tt 0.83 £ 0.71 3.5+ 1.7 <1073 0.95 + 0.84
tt+ X 1.2 +£0.2 8.6 + 1.1 0.99 +£ 0.18 | 7.3+ 0.98
Other 0.68 + 0.18 1.8 + 0.22 0.56 + 0.17 | 2.5 + 0.28

9.2 Fitting in the control regions before unblinding

9.2.1 Observed data in the control and validation regions

Prior to fitting, the observed data was compared to the MC expectation to verify the con-
sistency. The comparison was performed only in the CRs and the VR while the SR was
masked. In terms of the event yields, the data was found to be consistent with MC within
the uncertainty. The number of observed events in CR0, CR1, and VR are 2350, 495, and
485, respectively, while 2442.54+786.703, 567.1+124.4, and 543.04+101.9 events were expected
by MC. This result is summarized in Table 9.3 and Fig. 9.7.

The distributions of the invariant mass my; are also compared between data and MC as
shown in Fig. 9.8. While good agreement is observed in most of the bins, slight discrepancy
was observed in some of the bins. The largest discrepancy was found in the bin for 1600
< myz < 1800 GeV of the VR, where 3 events were observed while 6.64+1.5 events were
expected. The data/MC comparison was also performed with other properties as discussed
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in Appendix B.1.
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Table 9.3: Event yields at the pre-fit level in the CRs, VR, and SR.

CRO CR1 VR SR
T (900 GeV, k= 0.5) 22+04 11.7 £ 0.9 4.3 £0.8 23.5 £ 29
Z+jets 2335.2 + 816.4 | 518.82 4+ 133.62 | 513.87 £ 89.6 | 133.5 £+ 46.8
tt 0.85 £ 0.73 3.4+ 1.7 <1073 0.95 £ 0.85
Diboson 104.5 + 136.6 34.6 £474 27.6 £ 36.9 9.0 £11.6
tt+X 1.2 £0.2 8.5+ 1.2 0.99 £ 0.21 73 +1.3
Others 0.68 £ 0.18 1.8 £0.2 0.56 £ 0.18 25+04
Total Bkg. 24425 £ 786.7 | 567.1 + 1244 | 543.0 + 101.9 | 153.3 £ 50.0
Data 2350 495 485 -
Data/Bkg. 0.96 £+ 0.31 0.87 £ 0.20 0.89 £ 0.17 -

9.2.2 Fitting with normal and alternate settings

Multiple settings of fitting were performed based on the observed data in CRs to verify the
stability of fitting.

e Nominal setting: The systematic uncertainties listed in Chapter 8, including all the
theory and detector uncertainty, are taken into account as the nuisance parameters.

e Alternative setting A: An additional nuisance parameter corresponding to the ratio
of b-quark presence in the Z+jet events is considered.

e Alternative setting B: Additional nuisance parameters corresponding to the ratio
of high pr Z is considered.

There is difference among these procedures in the treatment of Z+jets normalization. The
nominal fitting is performed under an assumption that the Z+jets events can be normalized
by one parameter, az. The alternatives A and B introduce two independent normalization
parameters, az, . and az,, in A and az_, and az,, , in B. The parameters az,, and az,
are the factors applied to the Z+jets samples containing and not containing b-quark, and the
parameters az_, and az, . are applied to the Z+jets samples with the truth pr of Z boson
less and greater than 500 GeV, respectively. The samples were separated based on MC truth
information. N, the expected number of Z-+jets events observed in the bin i of the region
r, can be generally written as:

)

9.1
Nyi=Llogz 1072 0€20 (1 1) + Q2400 200 €20 (75 7)] -+ - Alternative A , (9.2)
9.3)

where L is the integrated luminosity, which is 36.1 fb~! in this analysis, ox is the official
cross section of physics process X, and ex(r,7) is the acceptance of the bin i of the region r
with respect to X. By definition, the equation 0z = 0z, + 0z, = 0z, + 02,..4 15 always
practical. Assuming that €, o, and £ are well measured based on MC and other measurements,
the fitting of Alternative A and B is expected to be sensitive to the additional normalization
factors.

Nyi = Lagogez(r,i) ..~ Nominal , (

Nii = L[007,04,0 2,05, € Zoog (1) T Q240000 21000 € Ziara (T3 1)) -+ Alternative B, (

Nominal

The comparison of best-fit results between data and MC in the CRs and the VR, and the
expectation in the SR are shown in Fig. 9.9 and expected and observed number of events are
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summarized in Table 9.4. The normalization factor for the Z+jets events was estimated to
be 0.98 4+ 0.04. While good agreement was observed in the event yields in most of the bins,
the discrepancy remained in the VR in the bin for 1600 < mz; < 1800 GeV.

Table 9.4: Event yields in data and MC after normal fitting.

CRO CR1 VR SR
Z+jets 2289.2 +£ 130.3 | 472.6 + 44.0 | 486.4 + 61.4 | 118.4 £+ 20.0
tt 0.79 £ 0.71 3.3+ 1.7 <1073 0.95 + 0.84
Diboson 65.7 + 104.7 19.8 + 36.6 17.0 £ 28.2 5.6 £ 8.8
tt+X 1.2 £ 0.2 83+ 1.1 0.99 £+ 0.18 71+ 1.0
Others 0.66 + 0.18 1.7 £ 0.2 0.55 + 0.17 2.5 +£0.3
Total Bkg. | 2357.6 4+ 166.9 | 505.8 + 57.3 | 504.8 + 67.6 | 134.8 + 20.1
Data 2350 495 485 -
Data/Bkg. 1.00 £ 0.07 1.02 £ 0.12 1.04 £ 0.15 -
Alternatives

After the fitting using data in the CRs, the data/MC comparison was performed in both
alternative A and B with the same way as the nominal, and the results are summarized in
Table 9.5 and 9.6. In terms of event yields, no large discrepancy was observed in either of
A or B. The event shapes were also compared as shown in Fig. 9.10(Alternative A) and
Fig. 9.11(Alternative B). The shape is reasonably close to the nominal result as discussed
later and the discrepancy in the VR remained in both A and B. The normalization factors
were estimated: az,, = 0.98 +0.05, az,, = 1.00 £0.05 in A, and az, , = 0.98 + 0.04,
=1.0£+0.051in B.

aZsoft

Table 9.5: Event yields between data and MC after fitting of alternative A.

CRO CR1 VR SR
Z+b 430.5 + 31.5 | 382.9 + 30.0 | 118.9 + 16.0 | 102.5 £+ 15.0
Z+light | 1890.8 + 109.9 | 93.1 +22.2 | 372.5 + 46.4 | 18.0 + 6.9
tt 0.74 £ 0.71 3.42 +1.67 <1073 0.91 + 0.84
Diboson 59.9 + 99.9 17.7 4+ 34.6 | 153 + 27.1 5.0 + 8.4
tt+X 1.2 £0.2 83+ 1.1 0.98 + 0.18 7.1+ 1.0
Other 0.67 £ 0.18 1.7 £ 0.2 0.54 £ 0,17 | 2.5+ 0.28
Total Bkg. | 2356.9 &+ 103.1 | 507.2 + 34.1 | 508.2 + 71.4 | 136.0 £+ 22.1
Data 2350 495 485 -
Data/Bkg. | 1.00 & 0.05 0.98 £ 0.08 | 0.95 + 0.14 -
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Figure 9.9: Data/MC comparison in the CRO(a), CR1(b), VR(c), and MC expectation in the
SR(d) after the normal fitting.
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Table 9.6: Event yields between data and MC after fitting of alternative B.

CRO CR1 VR SR
hard Z+jets | 6154 £ 36.0 | 165.3 £ 12.9 | 165.5 = 124 | 474 £ 49
soft Z+jets | 1695.3 + 80.9 | 317.3 £ 23.1 | 324.4 + 51.0 | 74.2 + 14.7
tt 0.80 + 0.71 3.56 + 1.67 <1073 0.90 + 0.84
Diboson 49.0 £ 96.5 14.6 £ 33.5 | 12.7 £ 26.4 4.3+ 8.2
tt+ X 1.2 £ 0.2 82+1.1 0.98 + 0.18 7.0 £ 0.98
Other 0.65 £ 0.18 1.72 £0.22 | 0.54 £0.17 | 242 £0.27
Total Bkg. | 2362.4 4+ 100.4 | 510.7 & 34.2 | 504.2 £ 72 | 136.2 &+ 22.6
Data 2350 495 485 -
Data/Bkg. 0.99 £ 0.05 0.97 £ 0.08 | 0.96 =+ 0.14 -

Comparison between nominal and alternatives settings

Comparisons of the Z+jets normalization factors az, az, ., oz, ., @z, . AZ,o
the normal and alternate fittings are shown in Fig. 9.12. The best-fit values are all consistent

with az within 2 %, which is smaller than the original uncertainty of 5 %.

In terms of the shape expectation in the SR, the background estimation in each bin was
compared as shown in Fig. 9.13. Among all of the bins, the entries of the alternative settings
are consistent with the nominal setting within 6% in both A and B. This is small enough
compared to the nominal uncertainty of ~20 %. Throughout these investigations, stability
of the fitting procedure was successfully confirmed and the nominal fitting was chosen to be

used in the following procedure after the SR unblinding because of its simplicity.
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the SR(d) after the fitting of alternative A.
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Figure 9.11: Data/MC comparison in the CRO(a), CR1(b), VR(c), and MC expectation in
the SR(d) after the fitting of alternative B.
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Chapter 10

Results

After the confirmation of validity and stability in the fitting based on the CRs as discussed
in the previous chapter, the SR was fully unblinded to set conclusions using the observed
data. First the result of fitting based only on the CRs with null-hypothesis is discussed in
Section 10.1, and then the fitting using both the CRs and SR assuming the existence of T is
discussed in Section 10.2.

10.1 Null-hypothesis test

In the null-hypothesis test, the nuisance parameters were estimated using only the CRs, hence
the background estimation is exactly the same as the results of the nominal fitting described
in Section 9.2, which expects 134.8 £20.1 background entries in the SR. The observed number
of events in the SR is 124, consistent with the background-only estimation.

In terms of the event shape, some discrepancy was observed as summarized in Table 10.1
and visualized in Fig. 10.1. The largest discrepancy between the data and MC was observed
in the bin for 1600 < mz; < 1800 GeV, where 1.72 £ 0.51 events are expected and 5 events
are observed. Details of the observed 5 events are further discussed in Chapter 11. p-value
of the null hypothesis, pg, was computed based on these results according to the procedure
discussed in Section 6.3. Global pg, corresponding to the consistency of the null-hypothesis
and the distribution in Fig. 10.1, was found to be 0.79. Local pg, the p-value computed in
each bin, is also considered. The smallest local py of 0.023 corresponding to the significance
of 2.0 ¢ was observed in the bin for 1600 < myz; < 1800 GeV. The local py in each SR bin
are shown in Fig. 10.2. These results are summarized in Table 10.1. As a result of the null-
hypothesis test, no significant excess over 2 ¢ was observed and concluded that the observed
data is consistent with the SM prediction.

10.2 Limit settings

Since no significant excess over the background prediction was observed as discussed in the
previous section, the observed data in the SR was compared to the hypothesis of T" presence
to set upper limits on the production cross section times the branching ratio. In this step,
entries in the SR and the CRs are fully used in the fitting. The fitting was performed with all
the combinations of the mass and the couplings considered in this analysis. The fitting results
with the benchmark sample with the T" mass of 900GeV and k7 = 0.5 is shown in Fig. 10.3 as
an example. The signal strength p was estimated to be —0.30+£0.34 if negative pu was allowed,
and < 1072 with the uncertainty of 0.23 if negative y was forbidden. The cross section times
branching ratio was calculated with respect to the combination of all the considered mass
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Table 10.1: Bin-by-bin comparison between MC expectation based on null-hypothesis and
observed data in the SR.

Bin in SR | BG estimation | Data | Data/BG | local pg
[400, 600] 39.1+£75 27 1 0.69+0.19 0.9
(600, 800] 50.7 £8.7 48 1095+0.21 | 0.62
[800, 1000] 22.4+39 17 10.76+£0.23 | 0.87
[1000, 1200] 11.1£2.2 14 1.26 +0.41 0.22
[1200, 1400] 4.67+1.06 6 1.29+0.60 | 0.28
(1400, 1600] 2.92£0.73 5 1.70£0.87 | 0.14
[ ]
[ ]

1600, 1800 1.72+0.51 ) 290£1.55 | 0.023
1800, 2000 2.14+0.59 2 0.93£0.71 0.53
Total 134.8 £22.4 124 | 0.92+0.17
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and coupling. The 1-D limit on the benchmark coupling is shown in Fig. 10.4. The observed
limit is looser than the expectation in the high mass region of > 1100 GeV because a small
excess is observed in data over the MC in the high mass region.

This result leads to limits on the combination of mass and coupling. The expression of
cw, introduced in Eq. 1.62, was chosen to represent the limits on the coupling. Under an
assumption that the branching ratio is constant over ¢y, the limit can be calculated as shown
in Fig. 10.5. However, in the singlet model, the branching ratio indirectly depends on cy/
because both cy and cz are functions of the mixing parameter 67 introduced in Eq. 1.54,
which is referred to as 67 for simplicity here because the down-type VLQs do not appear
in this analysis. According to the discussion in Section 1.2.2; ¢y and ¢z can be written as
ew = V2|sinfr| and cz = 1’;}—;] sin 0y, cos 01| in the singlet model and the small production
cross section is realized in the region of small | sin 01| while small branching ratio of T' — Zt is
realized in the region of large |sin6r|. Thus the upper and lower limit can be set as Fig. 10.6.
As results of the 2-dimensional limit, the upper limit on coupling cy is ~0.4 in low mass
(< 900 GeV) and increases to ~3 on ~ 2000GeV T and the limit of sin6;, is observed in

< 1200 GeV.
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Chapter 11

Discussions

11.1 Observed events in the large my; bin

As discussed in the previous chapter, 5
events were observed in the SR in the bin
for 1600 < myz < 1800 GeV while only
1.72 + 0.51 background events were ex-
pected. The local significance of this ex-
cess is 2.0 o, which is too small to claim
discovery nor evidence. Since 1800 GeV is
too heavy to solve the hierarchy problem,
this excess is not expected to be the signal
of T. However, it is still possible that it
reflects something beyond SM.

The general property of the 5 events are
summarized in Table 11.1, which includes
the run number, date, average pileup <
i >, the instantaneous luminosity, recon-
structed mass of Zt system, and the decay
mode of Z.

All the 5 events were observed in 2016
and 4 of them were in October, the period
when LHC was operated with the largest

Total Integrated Luminosity [fo™]

T T R R A
ATLAS Online Luminosity  Vs=13Tev
[ LHC Delivered
] ATLAS Recorded

50

40

Total Delivered: 38.5 fb”'

. -
30 Total Recorded: 35.6 fb

Uoneialeo 2172

ob— 1 S R R
18/04 16/05 13/06 11/07 08/08 05/09 03/10 31/10

Day in 2016

Figure 11.1: The total luminosity as a function
of date. The brown diamonds indicate the date
of 5 events.

luminosity in 2015 and 2016. Hence, one can presume that the environment of the large
instantaneous luminosity affected something to enhance the probability for the events to be
observed in the large mz; bin in the SR. However, the instantaneous luminosity and < pu >
were not extremely large compared to the usual settings of LHC in 2016 as can be seen in
Fig. 11.2, thus the excess cannot be explained by unknown effects from the large instantaneous

luminosity so far.
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Figure 11.2: LHC parameters for the observed 5 events in the distribution of whole the 2016
events.

Table 11.1: The general information of the observed 5 events. Inst. Lumi indicates the
instantaneous luminosity [103% em~2s7!] and mode indicates the decay mode of Z boson.

Run num. Date < p> | Inst. Lumi | mz; [GeV] | Mode
302053 15th June 2016 17.6 5.2 1665 whrp
309674 1st October 2016 24.3 7.7 1742 ete”
310691 16th October 2016 | 38.6 11.4 1660 whp
310691 16th October 2016 | 20.7 6.3 1698 ete”
311402 | 25th October 2016 | 34.0 10.6 1609 | ptp-

All the reconstructed objects in the events were scanned to take a closer look. Fig. 11.3 is
an event display showing the reconstructed leptons and large-R jets in the Event 860188556
in Run 310691 as an example of the observed events. The upper part of the event display
is the cross section of the x-y plane and the lower is of the z-y plane. The property of
reconstructed objects considered in this analysis are listed in Table 11.2. The opposite sign
muons were identified as the decay products of a Z with the kinematic property of mz =95.8
GeV, pr =891.8 GeV, n = —0.94, and ¢ =2.51 . In terms of the kinematics in the x-y plane,
A¢ between the direction of the Z boson and the top-jet is 3.07, quite close to back-to-back.
The Z boson and the top-jet were used to reconstruct 1" with mp = 1659.6 GeV, pr =194.1
GeV, n =-2.71, and ¢ =2.78. Remaining 4 events are discussed in Appendix D.
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Table 11.2: Properties of the reconstructed objects in Run 310691, Event 860188556. The
mass is not assigned to the small-R jets.

Object pr or Er [GeV] 7 ¢ | mass [GeV] | other information

ut 156.4 -1.11 | 2.36 0.11 -

wo 737.6 -0.90 | 2.54 0.11 -
large-R jet 707.4 -0.64 | -0.70 252.6 top-tagged
small-R jet 82.6 -0.36 | -0.04 - b-tagged
small-R jet 62.5 -2.5 | 3.07 - forward jet
small-R jet 637.9 -0.69 | -0.80 - -
small-R jet 74.4 0.15 | -0.38 - -
small-R jet 63.6 0.17 | 0.53 - -
small-R jet 31.3 1.25 | 0.16 - -

T 194.1 -2.71 | 2.78 1659.6 -

11.2 Comparison with pair production analyses in ATLAS

T, vector-like quark with the electric charge of +2/3, was searched for with other channels as
well in ATLAS. One of the channels is a search for pair production, referred to as “I'T”, using
the dilepton pair as the decay products of Z. The object reconstruction and the acceptance
in the requirement for the Z boson mass are the same among the single production and 7T
analyses.

To achieve large acceptance with respect to various event topology of TT, the analysis
was performed with 3 channels fully orthogonal to one another. The first channel is “2¢+0-
1J”, which requires exactly 2 leptons and 0 or 1 large-R jets reconstructed in an event. This
channel is sensitive to the low mass 7', whose decay products are not boosted enough to be
reconstructed as a single large-R jet. The second is “2¢+ > 2J”, which requires exactly 2
leptons and more than 1 large-R jets, sensitive to the high mass T', whose decay products are
boosted enough to be reconstructed as large-R jets. The last one is “> 3¢”, which requires
more than 2 leptons to be sensitive to events containing leptonically decaying particles such
as W — lv. The target topology of each channel is sketched in Fig. 11.4.

Among all the channels, background-enriched CRs were constructed to estimate and con-
strain the uncertainty, and signal-enriched SRs to estimate the contribution of the 7T events.
The statistical analysis was performed according to the discussion in Section 6.3. No signifi-
cant excess was observed in any of the SRs in the 3 channels after fitting.

The upper limit on the cross section of 7T was computed with 95% CL based on these
results, excluding singlet 7" with mass below 1030 GeV, as displayed in Fig. 11.5. The coupling
cw or the mixing angle §; g were not taken into account in the 7T analysis because they
do not affect the tree-level production cross section of TT. Comparing with this result, the
single production analysis(Fig. 10.6) successfully set limits on larger mqp while the limit is
valid only in restricted range of the mixing angle.
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plane and the lower is in the z-y plane.
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Chapter 12

Conclusions

The search for the vector-like quark with the charge +2/3, referred to as T, was reported
through this thesis. The analysis was performed based on the LHC pp collision data of
/s = 13 TeV recorded during 2015 and 2016, corresponding to the integrated luminosity of
36.1 fb~ L.

The search was focused on the single production of T because larger production cross
section is possible in searchable mass region compared to the pair production. The analysis
strategy was optimized to search for T'— Zt decay channel in which Z decays into ete™ or
pp~ and t decays hadronically because requirements on leptons and top-quark are promising
in terms of background suppression. One of the feature of this analysis is the usage of boosted
top tagger algorithm to identify top quarks with high momenta. This algorithm had not been
used in the previous analysis in Runl because it had not been sensitive to low mass 7', but
it was effective in the mass region searched for in this thesis.

In the analysis, two control regions (CRs), one validation region (VR), and one signal
region (SR) were defined based on the presence of top-jets, b-jets, and forward jets. The CRs
were defined to contain large amounts of background events whose kinematic properties were
close to the SR so that the systematic uncertainty on the SR was able to be estimated and
constrained. The observed data in the SR was masked until the validation and optimization
of fitting procedure based on the CRs were complete.

After unblinding, the observed events in the SR was compared to background estimation.
In the SR, 124 events were observed in total while the background estimation was 134.8 +
22.4. The observed data is consistent with the MC estimation in terms of both event yields
and event shapes. The p-value of null hypothesis, pg, was estimated to be 0.79 and the most
significant local py was 0.023, equal to the significance of approximately 2 o.

Fitting was performed with signal presence hypothesis as well to set limits on o (singleT’) x
BR(T — Zt) at 95 % confidence level. As results, the upper limit on the coupling cy was
set in all the considered mass region and upper and lower limit on the mixing angle 6y was
set in the region with my < 1200 GeV. This extended the excluded region of T" mass and
mixing where the Higgs hierarchy problem can be naturally solved.
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APPENDIX A

Contamination of VLQ pair
production events

T can be produced via the pair production(7T) channel as well as the single production
channel. Since the target of this analysis is the single production, the SR selection described
in Section 6.2 contains two requirements in order to minimize the contamination of T'T.

One is the forward jet selection, which requires at least one forward jet. As shown in
Fig.A.1, it reduces the TT events which pass the SR selections except for the forward jet
selection by ~75 % while the efficiency of the single production events is ~60 %. This
selection is applied to the SR and VR.
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Figure A.1: The forward jet multiplicity of the VLQ pair and single production events.

Another selection is the Hp + Eg’fiss selection, which requires that Hp + H%mss is smaller
than the reconstructed 7' mass, where Hr is the scalar sum of the jets pr. Since the TT
events contain two massive particles, the total energy of their decay products tend to be larger
than the single 7' mass. The 2D (T mass, Hy + E7¥%) distribution of VLQ single and pair
production events are shown in Fig.A.2. The acceptance of the selection w.r.t. the other SR
selection is nearly constant over the VLQ mass in both the pair and single production cases:
~20% for pair production and ~90% for the single production events as shown in Fig.A.3.

132



< 3000p 0.016 < 3000 gm0.05
[ C [} C
O C o [ SR single T 900GeV
4 2500 0.014 = 2500 vt 004
W F 0012  Gr '
+ 2000F + 2000 - .
* g 0.01 T+ - 0.03
1500 0.008 1500 . -
F - 0.02
1000 0.006 1000 'z
: 0.004 L 0.01
5001 0.002 500 » =
0 T Y S I R 0 O"("‘H\HH\HH\HH\HH\HH 0
0 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000
T mass [GeV] T mass [GeV]

(a) (T mass, Hp + E7****) 2D distribution of (b) (T mass, Hr + Em%) 2D distribution of
TT events. T single production events.

Figure A.2: (T mass, Hr + EF%) 2D probability distribution of VLQ pair(a) and single(b)
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pair and single production events. The acceptance of ~ 90% and ~20% are expected for the
single and pair production events, respectively.
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APPENDIX B

Data/MC plots

The Data/MC comparison plots of various kinematic distribution are listed here. These
distributions are not used in the fitting.

B.1 Pre-fit

Data/MC comparison plots in the pre-fit level are shown in this chapter. The distribution
of Z pp(Fig.B.1), large-R jets pp(Fig.B.2), large-R jets mass(Fig.B.3), electrons pr(Fig.B.4),
muons pr(Fig.B.5), and A¢ between the reconstructed Z and top candidate(Fig.B.6) are
considered.
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Figure B.2: Data/MC comparison(before fitting) of the reconstructed large-R jet pp distri-
bution in the 0b0t CR(a), b0t CR(b), VR(c), and SR(d).

136



(1400
~ 1200
21000
L
800
600
400,

200

gata] -Tx3
! ingle-T x
13 TeV, 36.1 fb T e (900 GeV, k.= 0.5)
SP 2| B Z+jets
0 b-tagged jet CR I
Pre-Fit [ Diboson
//// B ti+X
/ [ Other

772 Uncertainty

7
2

\

o
Gl

Data / Bkg.
o \'—‘ o

Iarge-R jet mass [GeV]

(a) Data/MC comparison in the 0bOt CR
% : L ‘ L ‘ L ‘ L ‘ T T T T :
O 350 g%tale Tx3 -
o [ 13Tev.361 T R — (900 Gev, o ]
< 300" SP 2l I Z+jets A
@ C VR I 3
S [ Pre-Fit [ Diboson ]
Lﬁ 250j - X -

F [_] Other ]
200~ 772 Uncertainty -
150 —
100 —

50— —

. 07 e 18 s T b
. /
~

.7
5 ) o Yk T o
D 0.5 A v L L L v
0 50 100 150 200 250

large-R jet mass [GeV]

(¢) Data/MC comparison in the VR

Events / 25 GeV

Data / Bkg.

e A B
3005 &G x 3 E
[ 13Tev, 3611t - o00oov. k08 1
r sP2l I Z+jets ]
250/ _ 4 ]
I 21b-tagged jet CR I ]
I Pre-Fit % [__] Diboson ]
2001~ / I X —
L / [_] other ]
C 772, Uncertainty ]
150 .
1001 -
50 -
0’/“ e ]
1 i
ORI
05 4 , , , ]
0 50 100 150 200 250

large-R jet mass [GeV]

(b) Data/MC comparison in the b0t CR

Events / 25 GeV

Data / Bkg.

o
U1

100

80

60

40

20

[y

* —— Data ]
- : Single-T x 3 b
L 13Tev,36.1fb* - (900 GeV, k= 0.5) 1
L spal I Z+jets 7
™ SR I B
[ Pre-Fit [ Diboson 1
i B t+X i
L [ other =
L 77272 Uncertainty 7
7 7

0

W %% 7/

150 200 250
large-R jet mass [GeV]

(d) Data/MC comparison in the SR

Figure B.3: Data/MC comparison(before fitting) of the reconstructed large-R jet mass dis-
tribution in the 0bOt CR(a), b0t CR(b), VR(c), and SR(d).

137



=
o
o

10*

Events / 50 GeV

10°

AR

,_\
S
i

13 TeV, 36.1 b

SP 2| [ Z+jets i

0 b-tagged jet CR I E

Pre-Fit [ ] Diboson ]
B t+X

Data
Single-T x 3
(900 GeV, k= 0.5)

2

[_] other

/777 Uncertainty

=
™

Data / Bkg.

o
1

Y i
BRI R

0

50 100 150 200 250 300 350 400 450 500
electron P, [GeV]

a) Data/MC comparison in the 0b0t CR

10*

10°

Events /50 GeV —

10?

T

Data
Single-T x 3
(900 GeV, k= 0.5)

13 TeV, 36.1 fb™*

SP 2| I z+jets

VR B

Pre-Fit [ ] Diboson 3
I X ]
[_] other 7

772 Uncertainty

. 10*1
2
3 /‘ % vz
T ]
O 055 e
0 50 100 150 200 250 300 350 400 450 500

electron P, [GeV]

(¢) Data/MC comparison in the VR

10*

10°

Events / 50 GeV

102

13 TeV, 36.1 fb*

SP 2 I z+jets

> 1 b-tagged jet CR I

Pre-Fit [ ] Diboson E
I i+ 3
[_] other 1

Data
______ Single-T x 3

(900 GeV, k= 0.5)

772, Uncertainty

1071 ol

N

Data / Bkg.
~

o
o1

o, %((//

/&

0

(b)

50 100 150 200 250 300 350 400 450 500
electron P, [GeV]

Data/MC comparison in the b0t CR

[y
Q
S

[any
o
w

Events / 50 GeV

[y
o
N

SP 2| [ Z+jets |

SR I 3

Pre-Fit [ ] Diboson ]
B t+X ]
[_] other

Data
Single-T x 3
(900 GeV, k= 0.5)

13 TeV, 36.1 fb™

772, Uncertainty

H
S
L

o

i

o
U1

E |
:
?§

50 100 150 200 250 300 350 400 450 500
electron P, [GeV]

(d) Data/MC comparison in the SR

Figure B.4: Data/MC comparison(before fitting) of the reconstructed electron pp distribution
in the 0b0t CR(a), b0t CR(b), VR(c), and SR(d).
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Figure B.6: Data/MC comparison(before fitting) of A¢ between the reconstructed Z and top
candidate distribution in the 0b0t CR(a), b0t CR(b), VR(c), and SR(d).

B.2 Post-fit

Data/MC comparison plots in the post-fit level are shown in this chapter. The distribution of
Z pr(Fig.B.7), large-R jets pr(Fig.B.8), large-R jets mass(Fig.B.9), electrons pr(Fig.B.10),
muons pr(Fig.B.11), and A¢ between the reconstructed Z and top candidate(Fig.B.12) are
considered.
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Figure B.8: Data/MC comparison(after fitting) of the reconstructed large-R jet pp distribu-
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Figure B.9: Data/MC comparison(after fitting) of the reconstructed large-R jet mass distri-
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143



105

Events / 50 GeV

iy
o
8

Data / Bkg.
-

o
1

13TeV,36.1 M7 oo (000 06V, X 2 05
SP 2| I Z+jets

0 b-tagged jet CR I

Post-Fit [ Diboson

Data
Single-T x 3

B t+X
[_] other

777 Uncertainty

0

50 100 150 200 250 300 350 400 450 500
electron P, [GeV]

a) Data/MC comparison in the 0b0t CR

10*

=
o
)

Events /50 GeV —

=

o

N
T

iy
o
8

NN

Data
Single-T x 3

13 TeV, 36.1 fb™ (900 GeV, K, 0.5) 3
SP 2| I Z+jets B
VR I 7
Post-Fit [ Diboson E

I X ]

[_] other
772 Uncertainty

0.5

V&%W%iqk e 47

Data / Bkg.
=

0

50 100 150 200 250 300 350 400 450 500
electron P, [GeV]

(¢) Data/MC comparison in the VR

Events / 50 GeV

Data / Bkg.

R e e e RARAEEERARE=
47 g'atal Tx3 |
10 : ingle-T x —
E 13Tev,36.1f0" e (900 GeV, k.= 0.5) 3
L SP2l I Z+jets ]
.| =1 b-tagged jet CR I 1
10° = i : -
E Post-Fit [__] Diboson E
C B tt+X 1
r [_] other 7
10? E 772, Uncertainty 3

10—1uu‘uu‘uu}uu}uu‘uu

P00, 7 # 7
0 50 100 150 200 250 300 350 400 450 500
electron P, [GeV]

NN

[

LN

(b) Data/MC comparison in the b0t CR

Events / 50 GeV

Data / Bkg.

o
a1

10" Err T T T T T T T T T T
r Data ]
[ 13Tev, 361101 - e :Ti 05 ]
103 SP 2 [ Z+jets -
E SR I E
[ Post-Fit [ Diboson ]
r B t+X b
10° [ Other 3
E 772, Uncertainty ]

b

; T
0 50 100 150 200 250 300 350 400 450 500
electron P, [GeV]

[y

77

(d) Data/MC comparison in the SR

Figure B.10: Data/MC comparison(after fitting) of the reconstructed electron pp distribution
in the 0b0t CR(a), b0t CR(b), VR(c), and SR(d).
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Figure B.11: Data/MC comparison(after fitting) of the reconstructed muon pp distribution
in the 0b0t CR(a), b0t CR(b), VR(c), and SR(d).
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Figure B.12: Data/MC comparison(after fitting) of A¢ between the reconstructed Z and top
candidate distribution in the 0b0t CR(a), b0t CR(b), VR(c), and SR(d).
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APPENDIX C

Details of the trilepton channel

C.1 Overview of the analysis strategy

The trilepton channel is designed to search for the single production T" decaying into Z and
top using the events in which both top and Z decay leptonically. In this channel, two control
regions(Diboson CR and ¢t 4+ V CR) and one signal region(SR) are defined. The two CRs are
designed to enhance the contribution of diboson and ¢t + V background processes to measure
their contribution in SR precisely. The definition of each region is summarized in Table.C.1.

Diboson CR ‘ tt+V CR ‘ SR
Preselection
> 3 leptons
|m” — mz‘ < 10GeV
- ‘ P > 150GeV
= 0 b-tagged jets > 1 b-tagged jets
- = 0 forward jets > 1 forward jets
- 28GeV < maxplT < 200GeV maxpif > 200GeV
Hr x (number of small-R jets) 6 TeV

Table C.1: Definition of the control regions and the signal region for the trilepton channel.

The fitting procedure described in Section.6.3 is performed to the Sp(scalar sum of small-
R jets and leptons pr) distribution of the CRs and SR to estimate the signal contribution.

C.2 Results

The event yields in each region is summarized in Table.C.2, and the Data/MC comparison
plots of the St distribution are shown in Fig.C.1.
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Diboson CR tt CR SR
Z-+jets 55 + 27 11 +6 0.17 + 0.11
tt 73+ 34 15+ 6 < 0.001
Single top 7.0 £ 3.3 20 £ 10 0.68 £ 0.34
tt + X 22 +£14 110 + 14 6.2 + 0.8
Diboson 1060 £ 50 116 4+ 25 3.2+ 0.7
Triboson 6.0 &+ 2.5 0.50 + 0.17 | 0.031 + 0.014
Total Bkg. 1160 + 40 280 + 20 10.2 + 1.1
Data 1145 29 14
Data/Bkg. | 0.99 + 0.04 | 1.01 £ 0.07 | 1.37 £ 0.14

Table C.2: Observed and expected event yields in each region after fitting.
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Figure C.1: Data/MC comparison(after fitting) of the St distribution in the Diboson CR(a),
tt + X CR(b), and SR(c).
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APPENDIX D

Observed events with large my; in
the signal region

In this appendix, the details of the events observed in the SR in the bin for 1600 < mz; <
1800 GeV. The event of Event 3425706746 in Run 310691 is already introduced in Section 11.1,
so this appendix is focused on the remaining 4 events.

D.1 Run 302053 EventNumber=3425706746

This event was recorded on the 15th June 2016 with the instantaneous luminosity of 5.2 x
1033ecm~2s~!. The event display of this event is shown in Fig. D.1.

The property of the reconstructed objects are listed in Table D.1. Z boson is reconstructed
with a pair of u™p~ and its mass is 85.2 GeV, pr is 273.0 GeV. T is reconstructed with Z
and top-jet and its mass is 1660.7 GeV and pr is 166.9 GeV. A¢ between the Z and the
top-jet is 2.82, close to the back-to-back topology.

Table D.1: Properties of the reconstructed objects in Run 302053, Event 3425706746.

Object pr or Er [GeV] 7 ¢ | mass [GeV] | other information

ut 211,2 -1.39 | -3.02 0.11 -

wo 74.0 -1.56 | 2.59 0.11 -
large-R jet 402.7 1.64 | 0.27 168.5 top-tagged
small-R jet 79.8 1.79 | 1.18 - b-tagged
small-R jet 384 -3.07 | -3.03 - forward jet
small-R jet 376.8 1.54 | 0.14 - -
small-R jet 166.5 -0.80 | -2.50 - -
small-R jet 39.5 0.29 | -0.11 - -
small-R jet 29.8 2.57 | 0.17 - -

T 166.9 1.68 | 0.81 1660.7 -

D.2 Run 309674 EventNumber=1826394116

This event was recorded on the 1st October 2016 with the instantaneous luminosity of 7.7 x
1033ecm™2s~!. The event display of this event is shown in Fig. D.2.

The property of the reconstructed objects are listed in Table D.2. Z boson is reconstructed
with a pair of ete™ and its mass is 95.1 GeV and pr is 863.4 GeV. T is reconstructed with
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Figure D.1: An event display of Run number 302053, Event Number 3425706746.
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Z and top-jet and its mass is 1741.9 GeV and pr is 84.9 GeV. A¢ between the Z and the
top-jet is 3.05, close to the back-to-back topology.

Table D.2: Properties of the reconstructed objects in Run 309674, Event 1826394116.

Object | pror Ep [GeV] | 7 ¢ | mass [GeV] | other information
et 785.0 0.11 | 0.57 - -

e 83.5 0.06 | 0.20 - -
large-R jet 832.7 0.15 | -2.7 269.1 top-tagged
small-R jet 446.8 0.42 | -2.61 - b-tagged
small-R jet 737.9 2.55 | -0.99 - forward jet
small-R jet 462.8 -0.13 | -2.80 -
small-R jet 42.0 1.35 | -0.92 - -
small-R jet 27.5 1.61 | 291 - -
small-R jet 25.5 -1.24 | 1.87 - -

T 84.9 1.67 | 1.69 1741.9 -

D.3 Run 310691 EventNumber=3115231347

This event was recorded on the 16th October 2016 with the instantaneous luminosity of
6.3 x 1033cm™2s7!. The event display of this event is shown in Fig. D.3.

The property of the reconstructed objects are listed in Table D.3. Z boson is reconstructed
with a pair of ete™ and its mass is 94.0 GeV and pr is 262.1 GeV. T is reconstructed with
Z and top-jet and its mass is 1698.5 GeV and pp is 258.1 GeV. A¢ between the Z and the
top-jet is 2.10, which is not balanced in this case.

Table D.3: Properties of the reconstructed objects in Run 310691, Event 3115231347.

Object pr or Er [GeV] 7 ¢ | mass [GeV] | other information
et 221.3 1.93 | -1.10 - -
e 44.3 1.11 | -0.66 - -
large-R. jet 255.7 -1.88 | 1.07 115.7 top-tagged
small-R jet 231.9 -1.87 | 1.00 - b-tagged
small-R jet 36.7 -2.56 | -2.73 - forward jet
small-R jet 202.0 0.28 | -2.93 - -
small-R jet 31.6 -1.85 | 1.88 - -
T 258.1 -0.05 | -0.01 1698.5 -

D.4 Run 311402 EventNumber=914328156

This event was recorded on the 25th October 2016 with the instantaneous luminosity of
10.6 x 10%3cm~2s~!. The event display of this event is shown in Fig. D.4.

The property of the reconstructed objects are listed in Table D.4. Z boson is reconstructed
with a pair of utp~ and its mass is 92.1 GeV and pr is 445.9 GeV. T is reconstructed with
Z and top-jet and its mass is 1608.9 GeV and pr is 84.9 GeV. A¢ between the Z and the
top-jet is 2.81, close to the back-to-back topology.
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Figure D.2: An event display of Run number 309674, Event Number 1826394116.
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Table D.4: Properties of the reconstructed objects in Run 311402, Event 914328156.

Object | pr or Ep [GeV] | 7 ¢ | mass [GeV] | other information

ut 232.8 -0.56 | 2.64 0.11 -

uwo 220.0 -0.35 | 2.99 0.11 -
large-R jet 435.4 1.91 | -0.14 219.2 top-tagged
small-R jet 261.5 1.81 | 0.26 - b-tagged
small-R jet 241.4 1.84 | -0.54 - b-tagged
small-R jet 63.0 3.00 | 0.74 - forward jet
small-R jet 70.3 -2.81 | -1.70 - forward jet
small-R jet 56.4 0.27 | -2.36 - -
small-R jet 25.2 0.79 | -2.47 - -

T 84.9 3.36 | 1.46 1608.9 -
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